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ABSTRACT
In this paper, we present a novel framework for estimating social point-of-interest (POI) boundaries, also termed GeoSocialBound, utilizing spatio–textual information based on geo-tagged tweets. We first start by defining a social POI boundary as one small-scale cluster containing its POI center, geographically formed with a convex polygon. Motivated by an insightful observation with regard to estimation accuracy, we formulate a constrained optimization problem, in which we are interested in finding the radius of a circle such that a newly defined objective function is maximized. To solve this problem, we introduce an efficient optimal estimation algorithm whose runtime complexity is linear in the number of geo-tags in a dataset. In addition, we empirically evaluate the estimation performance of our GeoSocialBound algorithm for various environments and validate the complexity analysis. As a result, vital information on how to obtain real-world GeoSocialBounds with a high degree of accuracy is provided.
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1. INTRODUCTION

Location-based social networks (LBSNs) such as Four- square and Flicker have grown rapidly in recent years. They provide a platform for millions of users to share their location- tagged media contents such as photos, videos, musics, and texts. Owing to the location information from geo-tags, there has been a steady push to study a variety of point-of-interest (POI) issues [1–3] through LBSNs. In general, when users visit a POI, they are likely to check in online or post photos of their visit via LBSNs to describe that their locations are related to the POI. Since the relevance of the data to the POI varies according to the geographic distance between the POI and the locations where the data are generated, it is important to characterize an area-of-interest (AOI) [4–6] that enables to utilize the location information in a variety of business advertisements.

Instead of geo-tagged photos collected from LBSNs, we utilize geo-tagged tweets on Twitter [7–11], which is one of the most popular micro-blogs holding a substantial amount of user accounts and records. In this paper, by using spatio–textual information on Twitter, we characterize a novel framework for estimating a social POI boundary, also termed GeoSocialBound. A social POI boundary is defined as only one small-scale cluster containing its POI center and is geographically formed with a convex polygon. Given such a social POI boundary, we can envision a broad range of useful applications including but not limited to:

• Location advertisements: As a marketing strategy of companies aimed at a POI (e.g., a shopping mall), leaflets/brochures online will be disseminated only to the people who come to visit the place. Thus, company managers will not only be aware of the explicit marketing zone but also reduce the marketing cost.

• Event management: A recommendation of good positions within a social POI boundary will be possible when companies want to launch their events near the POI.

• Traffic control: When there is the increase in traffic volume above the road capacity (e.g., a festival at a POI), traffic congestion will be significantly reduced by recommending the best route based on a social POI boundary for festival participants.

To estimate a social POI boundary with a high degree of accuracy, we explore the F-measure, which has been accepted as the most important score to judge a boundary. We observe that the F-measure, denoted by $F(c,r)$, tends to be hardly degraded up to a certain critical point with respect to the radius $r$ from the POI center $c$. Then, we formulate a new constrained optimization problem, in which we are interested in finding the radius $r$ such that the objective function expressed as the product of a power law in...
$r$ and $F(c,r)$ is maximized. To solve this problem, we propose an efficient GeoSocialBound algorithm whose runtime complexity is linear in the number of geo-tags in a dataset. Our main contributions are fourfold as follows:

- We first characterize a social POI boundary along with rigorous definitions.
- Given a POI name, we formulate our optimization problem in terms of maximizing $r^\alpha F(c,r)$ under the quality constraint, where $\alpha \geq 0$ is the radius exponent.
- We introduce the optimal GeoSocialBound algorithm with linear scaling runtime complexity.
- We empirically evaluate the estimation performance of our algorithm for various radius exponents and POIs, and validate the complexity analysis.

2. PREVIOUS WORK

There have been two types of studies in the literature to reveal and utilize the characteristics of POIs: POI recommendation [1–3] and AOI discovery [4–6]. First, time-aware POI recommendations [1, 2] were introduced by observing that users tend to visit different places at different times from historical check-in records. A location-aware recommendation system was also proposed in [3], where an item-based collaborative filtering was employed to make POI recommendations. On the other hand, when people visit an AOI, they tend to check in and take photos. Therefore, it is of fundamental importance to find AOIs [4–6]. Previous studies on discovering AOIs were conducted mostly by using density-based clustering methods along with the collection of geo-tagged photos from LBSNs. Density-based spatial clustering of application with noise (DBSCAN) [5, 6] is the most commonly used density-based clustering algorithm even if it was not originally designed for AOI discovery. DBSCAN can find multiple clusters with an overall average runtime complexity of $O(n \log n)$ (the worst case complexity of $O(n^2)$), where $n$ denotes the total number of input records. Instead of using geo-tagged photos, geo-tagged textual data were utilized to discover an AOI, where correlations between textual descriptions (i.e., POI names) and locations were exploited in [8] and another clustering method based on the quality of regions for given POI names was developed in [9]. A heuristic for estimating a social POI boundary was also introduced in [10], where a two-phase algorithm with linear scaling complexity in the number of input records was performed. Moreover, the relationship between geo-referenced tweets of each nearby POI feature class and their location was investigated in [11] by means of manual, supervised, and unsupervised classification methods. In [12], deriving a boundary of imprecise regions was addressed by performing web page searches.

3. DATA ACQUISITION

We describe how to collect POIs and Twitter metadata associated with their locations.

3.1 Collecting POIs

To obtain a set of POIs and their centers, we use an open source database Geonames, which has a great amount of geographical information and concepts. There are various geographical feature classes in the database such as spots, buildings, farms, roads, hills, rocks, etc., but the following four categorized types are taken into account for simplicity: observation point (S.OBPT), building (S.BLDG), stadium (S.STDM), and museum (S.MUS), which are summarized in Table 1.

<table>
<thead>
<tr>
<th>POI type</th>
<th>Geonames category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation point</td>
<td>S.OBPT</td>
</tr>
<tr>
<td>Building</td>
<td>S.BLDG</td>
</tr>
<tr>
<td>Stadium</td>
<td>S.STDM</td>
</tr>
<tr>
<td>Museum</td>
<td>S.MUS</td>
</tr>
</tbody>
</table>

3.2 Collecting Twitter Data

We use a dataset collected via Twitter Streaming API. The dataset consists of a huge amount of geo-tagged tweets recorded from Twitter users from July 29, 2015 to August 29, 2015 (about one month) in the following two countries: the US and the UK. We removed the content that was automatically created by other services such as Tweetbot, TweetDeck, Twitnights, and so forth. We see that each tweet contains a number of entities that are distinguished by their attributed field names. For data analysis, we adopt the following three essential fields from the metadata of tweets:

- **text**: actual UTF-8 text of the status update containing a POI name
- **lat**: latitude of the tweet’s location
- **lon**: longitude of the tweet’s location

Four POIs placed in the US and the UK are used for our analysis, where a POI is selected for each Geonames category. Representative attributes of the four POIs are summarized in Table 2. The third column of Table 2 represents the POI center’s coordinate $c = (c_{\text{lat}}, c_{\text{lon}})$, where $c_{\text{lat}}$ and $c_{\text{lon}}$ denote the latitude and longitude measured in degrees, respectively.

<table>
<thead>
<tr>
<th>POI name</th>
<th>Geonames category</th>
<th>POI center $c = (c_{\text{lat}}, c_{\text{lon}})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>London Eye</td>
<td>S.OBPT</td>
<td>51.503300°, −0.119700°</td>
</tr>
<tr>
<td>The White House</td>
<td>S.BLDG</td>
<td>38.8977°, −77.0365°</td>
</tr>
<tr>
<td>Dodger Stadium</td>
<td>S.STDM</td>
<td>34.073611°, −118.24°</td>
</tr>
<tr>
<td>Metropolitan Museum</td>
<td>S.MUS</td>
<td>40.77891°, −73.96367°</td>
</tr>
</tbody>
</table>

Since users are able to tag a POI name (e.g., #londoneye) or insert it (e.g., London Eye) in their tweets to describe their interest in a POI, one can easily query all important records such as tweets containing a POI name. Through query processing, we obtain the filtered geo-tags whose text field is associated with the POI name. Since users tend to type the real-world terms of each POI into the tweet box, a POI name may be misspelled or have other words tacked on to it. We perform a keyword-based search by querying...
semantically coherent but different words for a POI. Relevant variations for an annotation (i.e., a POI name) would include the hashtag followed by the POI name, its abbreviated name, its synonyms (if any), etc. (refer to Table 3). Then, the dataset can be partitioned into two subsets of geo-tagged tweets with and without the annotated POI names.

<table>
<thead>
<tr>
<th>POI name</th>
<th>Search queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>London Eye</td>
<td>#londoneye, London Eye, London Eye, Millennium Wheel</td>
</tr>
<tr>
<td>The White House</td>
<td>#whitehouse, White House, Whitehouse</td>
</tr>
<tr>
<td>Dodger Stadium</td>
<td>#dodgerstadium, Dodger Stadium, Dodgerstadium</td>
</tr>
<tr>
<td>Metropolitan Museum of Art</td>
<td>#themet, #metropolitainmuseumofart, Metropolitan Museum of Art, The Met, Themet, Metropolitanmuseumofart</td>
</tr>
</tbody>
</table>

4. PROBLEM FORMULATION

In this section, we formulate our optimization problem after formally defining some important terms used for our analysis.

4.1 Definitions

We start by introducing three important definitions in analyzing the estimation performance of social POI boundaries. The relevance of the data to a POI varies according to the geographic distance between the POI center and the locations where the data are generated. The tweets posted in locations far away from the POI center are expected to have no textual description for the POI. Hence, it is of utmost importance to formally define a social POI boundary and to estimate it with high accuracy. Unlike the DBSCAN algorithm that finds arbitrarily-shaped multiple clusters, to characterize a social POI boundary, we focus only on finding the maximum possible distance reachable from the POI center, thereby enabling to significantly reduce the computational complexity compared to other clustering methods.

**Definition 1:** Given a circle \((c, r)\) that has the POI center \(c = (c_{lat}, c_{lon})\) and a certain radius \(r > 0\), let \(D(c, r)\) denote the set of all geo-tagged tweets that include a given textual description (i.e., a POI name) within the circle \((c, r)\). Then, a social POI boundary is defined as a convex hull type cluster containing the given points in \(D(c, r)\).

Contrary to LBSNs with check-in records and geo-tagged photos, geo-tagged tweets with (semantically) different textual descriptions from a POI name may occur especially on Twitter. Such unimportant (or marginal) geo-tags may be acceptable since one cannot expect that all geo-tags in a given region contain the same textual description. For the sake of brevity, we denote geo-tags whose text contains and does not contain an associated POI name by “important” and “marginal” records, respectively. Similarly as in [9], to quantitatively measure the number of important records, we introduce the quality of an annotation in a given area.

**Definition 2:** Given a textual description (i.e., a POI name), the quality of a circle \((c, r)\) is defined as

\[
\text{Precision}(c, r) = \frac{|D(c, r)|}{|D_{\text{all}}(c, r)|}
\]

where \(TP(c, r) = |D(c, r)|\) is the number of important records inside the circle \((c, r)\); and \(FP(c, r) = |D_{\text{all}}(c, r) \setminus D(c, r)|\) is the number of marginal records in the circle \((c, r)\).

**Example 1:** Consider two circles having radii \(r_1\) and \(r_2\) in Figure 1, where \(r_1 > r_2\). When red circles and black squares indicate important and marginal records within the circle \((c, r_i)\), corresponding to \(TP(c, r_1)\) and \(FP(c, r_1)\), respectively, for \(i \in \{1, 2\}\). The quality of each circle is computed by

Circle 1: \(\text{Precision}(c, r_1) = \frac{8}{20} = 0.40\);
Circle 2: \(\text{Precision}(c, r_2) = \frac{5}{20} = 0.25\).

Example 2: For the two circles in Figure 1, the \(F\)-measure of each circle is computed by

\[
F(c, r) = \frac{2 \times \text{Precision}(c, r) \times \text{Recall}(c, r)}{\text{Precision}(c, r) + \text{Recall}(c, r)},
\]

which indicates the harmonic mean of \(\text{Precision}(c, r)\) and \(\text{Recall}(c, r)\). Here, \(\text{Recall}(c, r)\) is the ratio of true positives to all actual positives, that is \(\frac{TP(c, r)}{TP(c, r) + FN(c, r)}\); and \(FN(c, r)\) is the number of important records outside the circle \((c, r)\).

Example 2: For the two circles in Figure 1, the \(F\)-measure of each circle is computed by

Circle 1: \(F(c, r_1) = \frac{8 \times 0.4 \times 0.8}{0.4 + 0.8} = 0.53\);
Circle 2: \(F(c, r_2) = \frac{5 \times 0.75 \times 0.6}{0.75 + 0.6} = 0.67\).

From Example 2, one can see that \(F(c, r)\) becomes higher when there are relatively more important records and less marginal records inside the circle \((c, r)\).
4.2 Optimization Problem

The $\mathcal{F}$-measure $\mathcal{F}(c, r)$ is evaluated according to the radius $r$, where London Eye and the White House as two POIs are considered in Figure 2a and 2b, respectively. The maximum $\mathcal{F}(c, r)$ is indicated by a red point. It is observed that $\mathcal{F}$-measure tends to be hardly degraded up to a certain critical point with respect to the radius $r$ from the POI center. For this reason, although it is desirable to provide a social POI boundary with the highest $\mathcal{F}$-measure, it would also be good to considerably extend the social POI boundary at the cost of a slightly reduced value of $\mathcal{F}(c, r)$. For example, in Figure 2b, when the radius increases from 140m to 260m, $\mathcal{F}(c, r)$ decreases from 0.842 to 0.824, thus leading to only 2.14% reduction in $\mathcal{F}(c, r)$. Therefore, we formulate a new constrained optimization problem, in which we aim at finding the optimal radius such that the objective function expressed as the product of a power law in $r$ (in meters) and a $\mathcal{F}$-measure $\mathcal{F}(c, r)$ is maximized, as follows:

$$r^* = \arg \max_{r \in [0,r]} r^\alpha \mathcal{F}(c, r)$$

subject to $\text{Precision}(c, r) \geq \eta$,

where $\text{Precision}(c, r)$ and $\eta \in (0, 1)$ denote the quality of a circle $(c, r)$ in Equation 1 and the target quality threshold (which will be specified in Section 6), respectively. Here, $\alpha$ is the radius exponent, balancing between different levels of geographic coverage, and $\eta$ is an arbitrarily large radius such that $\text{Precision}(c, r)$ approaches almost zero.

5. GEOSOCIALBOUND: ESTIMATION ALGORITHM

The distribution of geo-tagged tweets is generally not homogeneous and significantly differs from each other according to POIs. In particular, the following interesting and insightful observations are made (refer to Figure 3): geo-tags are non-uniformly distributed over the geographic area; and there exist several important records superimposed at one point near the POI center. For these reasons, the objective function $r^\alpha \mathcal{F}(c, r)$ in Equation 3a is not necessarily concave, and thus it is hardly possible to find a closed-form solution.

In this section, we introduce a low-complexity estimation algorithm, namely GeoSocialBound, that solves the constrained optimization problem in Section 4.2. The overall procedure is summarized in Algorithm 1, which consists of two phases.

- **Phase 1** (Lines 2–10 in Algorithm 1): we find the maximum radius $r_M$ such that $\text{Precision}(c, r) \geq \eta$ in Equation 3b.

- **Phase 2** (Lines 12–19 in Algorithm 1): we find the optimal radius $r^*$ that maximizes $r^\alpha \mathcal{F}(c, r)$ in Equation 3a under the constraint in Equation 3b.

Algorithm 1: GeoSocialBound algorithm

**Input:** $\mathcal{D}(c, \bar{r}), \mathcal{D}_{\alpha1}(c, \bar{r}), c, \Delta r, \alpha, \eta$

**Output:** $\mathcal{D}(c, r^*)$

1. **Initialization:** $i \leftarrow 1; r_i \leftarrow \Delta r; r_M \leftarrow 0; r^* \leftarrow 0$
2. for $i \leftarrow 1$ to $N$ do
   3. $\mathcal{D}_{\alpha1}(c, r_i) \leftarrow \text{Filter}(r_i, \mathcal{D}_{\alpha1}(c, \bar{r}))$ (see Algorithm 2)
   4. $\mathcal{D}(c, r_i) \leftarrow \text{Filter}(r_i, \mathcal{D}(c, \bar{r}))$ (see Algorithm 2)
   5. $\text{TP}(c, r_i) \leftarrow |\mathcal{D}(c, r_i)|$
   6. $\text{FP}(c, r_i) \leftarrow |\mathcal{D}_{\alpha1}(c, r_i) \setminus \mathcal{D}(c, r_i)|$
   7. $\text{Precision}(c, r_i) \leftarrow \frac{\text{TP}(c, r_i)}{|\mathcal{D}(c, r_i)|}$
   8. if $r_i > r_M$ and $\text{Precision}(c, r_i) \geq \eta$ then
      9. $r_M \leftarrow r_i$
   10. $r_{i+1} \leftarrow r_i + \Delta r$
11. $M \leftarrow \frac{r_M}{M}$
12. for $i \leftarrow 1$ to $M$ do
   13. $\text{FP}(c, r_i) \leftarrow |\mathcal{D}(c, r_M) \setminus \mathcal{D}(c, r_i)|$
   14. $\text{Recall}(c, r_i) \leftarrow \frac{\text{TP}(c, r_i)}{|\mathcal{D}(c, r_i)|}$
   15. $\text{Precision}(c, r_i) \leftarrow \frac{\text{TP}(c, r_i)}{|\mathcal{D}(c, r_i)|}$
   16. if $r_i ^\alpha \mathcal{F}(c, r_i) \geq r^* ^\alpha \mathcal{F}(c, r^*)$ then
      17. $r^* \leftarrow r_i$
   18. $\mathcal{F}(c, r^*) \leftarrow \mathcal{F}(c, r_i)$
   19. $r_{i+1} \leftarrow r_i + \Delta r$
20. return $\mathcal{D}(c, r^*)$

Algorithm 2: Filter($r_i, \mathcal{G}(c, \bar{r})$)

**Input:** $\mathcal{G}(c, \bar{r}) (\mathcal{D}(c, \bar{r}) or \mathcal{D}_{\alpha1}(c, \bar{r})), c, r_i$

**Output:** $\mathcal{G}(c, r_i)$ for $r_i \in (0, \bar{r}]$

1. **Initialization:** $k \leftarrow 1; l \leftarrow |\mathcal{G}(c, \bar{r})|$
2. for $k \leftarrow 1$ to $l$ do
   3. $\mathcal{G}(c, r_i) \leftarrow \{q_k | d(c, q_k) \leq r_i\}$
4. return $\mathcal{G}(c, r_i)$

In the algorithm, $\bar{r}$ is assumed to be arbitrarily large fulfilling $\text{Precision}(c, \bar{r}) \simeq 0$. We suppose that two classified sets $\mathcal{D}(c, \bar{r})$ and $\mathcal{D}_{\alpha1}(c, \bar{r})$ are given as inputs. Since the geo-tags' coordinate is expressed in finite precision, we perform uniform sampling from $(0, \bar{r}]$ with a given sampling interval $\Delta r > 0$, where $\Delta r$ is set to a small value greater than the GPS error distance. In each phase, given a POI, we start by using a circle centered at $c$ with radius $r_i = \Delta r$. The radius is increased by $\Delta r$ for each step, and $r_M$ in Phase 1 or $r^*$ in Phase 2 is updated iteratively if a certain condition is fulfilled. For each iterative step in Phase 1, the subroutine Filter($r_i, \mathcal{G}(c, \bar{r})$) in Algorithm 2 is invoked to collect the set $\mathcal{G}(c, r_i) \subseteq \mathcal{G}(c, \bar{r})$, where $\mathcal{G}(c, r_i)$ is either $\mathcal{D}(c, r_i)$ or $\mathcal{D}_{\alpha1}(c, r_i)$. Then, it follows that $\mathcal{G}(c, r_i) = \{q_k | d(c, q_k) \leq r_i\}$, where $d(c, q_k)$ denotes the geographic distance between $c$ and the $k^{th}$ geo-tag’s coordinate $q_k$ in $\mathcal{G}(c, \bar{r})$. Line 3 in Algorithm 2 can be implemented by using a searching algorithm such as $R$-trees.
Thereafter, by solving the convex-hull problem (e.g., quick-hull), we can finally obtain the smallest convex polygon that contains all the geo-tags in the set $\mathcal{D}(c,r^*)$ quickly, corresponding to the estimated social POI boundary.

6. ANALYSIS RESULTS AND DISCUSSION

In this section, using the proposed GeoSocialBound algorithm in Section 5, we first analyze the overall average computational complexity and then show experimental results. We simply assume $\eta = 0.5$, which can also be set to another value to control the quality constraint, and $\Delta r = 10m$ for all POIs. Even if $\bar{r}$ is assumed to be arbitrarily large, we need to set $\bar{r}$ to a reasonable value in our experiment so as to efficiently reduce the complexity of the algorithm. In our work, we assume $\bar{r} = r_{\text{cover}}$, where $\gamma$ is a positive constant and $r_{\text{cover}}$ denotes an approximate radius from the POI center covering the geographic area of each POI and is obtained from Google Maps Geocoding API.\(^2\) The Google Maps Geocoding API returns the bounding box of a POI center, constructed by the southwest and northeast corners, and the value of $r_{\text{cover}}$ is given by computing the maximum of the two distances between the southwest corner and the POI center and between the northeast corner and the POI center. While $\gamma$ can be properly determined according to the POI types (e.g., $\gamma = 1$ for a cafeteria and $\gamma = 10$ for an observation point), we use $\gamma = 10$ for all POIs.

6.1 Computational Complexity

We analyze the runtime complexity of the proposed GeoSocialBound algorithm. Let us denote the cardinality of the set $\mathcal{D}_{a11}(c,r)$ by $n_{a11} \triangleq |\mathcal{D}_{a11}(c,r)|$. In our method, the overall complexity is dominated by Algorithm 2, which is $\mathcal{O}(n_{a11})$; therefore, the overall runtime complexity is given by $\mathcal{O}(n_{a11})$. In Figure 4, the overall runtime versus $n_{a11}$ is evaluated for $\alpha = 1$, where the social POI boundary of the White House is estimated using the dataset in Section 3. An asymptotic line with a proper bias is also shown in Figure 4, showing trends consistent with our experimental result.

6.2 Experimental Results

Using the GeoSocialBound algorithm in Section 5, our experimental results are shown according to different values of $\alpha \geq 0$. Statistics of four POIs in Table 2, including $|\mathcal{D}(c,r)|$ (i.e., the number of important records), $|\mathcal{D}_{a11}(c,r)|$, and $r_{\text{cover}}$, are shown in Table 4. As depicted in Table 4, since four POIs were selected according to each different Geonames category, both $|\mathcal{D}(c,r)|$ and $|\mathcal{D}_{a11}(c,r)|$ are significantly different from each other. The estimation performance of the four POIs is summarized in Table 5, where $\alpha \in \{0, 1\}$. From the table, our interesting finding is that when the radius exponent $\alpha$ varies from 0 or 1, $F(c,r^\alpha)$ is slightly reduced, but the optimal radius $r^*$ is remarkably increased, thus providing an expanded geographic coverage at the cost of at most 9.59% reduction in $F(c,r^\alpha)$. In addition, the optimal radius $r^*$ versus the radius exponent $\alpha$ is evaluated in Figure 5, where $\alpha \in \{0, 1\}$ and four POIs are considered. From the figure, we observe that $r^*$ is monotonically non-decreasing with $\alpha$ and is hardly increased beyond a certain value of $\alpha$ near 0.2. This reveals that changing the value of $\alpha$ may have little impact on the estimation performance under the regime $\alpha \in \{0, 2, 1\}$. To better understand our technique, the estimated social POI boundaries are illustrated in Figure 6, where the green pin is the POI center and the red pins are the important records.

7. CONCLUSION AND FUTURE WORK

In this paper, we first characterized a social POI boundary utilizing spatio-textual information on Twitter. Specifically, we introduced a constrained optimization problem formulation in terms of maximizing $r^\alpha F(c,r^\alpha)$, where $\alpha$ is the radius exponent, and an efficient optimal estimation algorithm with
linear runtime complexity. In addition, we numerically evaluated the estimation performance for various $\alpha$'s and POIs while delineating the estimated social POI boundaries.

To further improve the estimation performance, future work in this area includes a study on a joint optimization of the radius and the POI center by allowing to update the POI center.
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