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ABSTRACT
Ride-sharing has the potential of addressing many socioeconomic challenges related to transportation. The rising popularity of ride-sharing platforms (e.g., Uber, Lyft, DiDi) in addition to the emergence of new applications like food delivery and grocery shopping which use a similar platform, calls for an in-depth and detailed evaluation of various aspects of this problem. Auction frameworks and mechanism design, have been widely used for modeling ride-sharing platforms. A key challenge in these approaches is preventing the involving parties from manipulating the platform for their personal gain which in turn, can result in a less satisfactory experience for other parties and/or loss of profit for the platform provider. We introduce a latent space transition model for ride-sharing platforms which drivers can exploit and predict the future supply of the drivers (i.e., available drivers) to their own advantage. Following, we propose a pricing model for ride-sharing platforms which is both truthful and individually rational based on Vickery auctions and show how we can manage the loss of revenue in this approach. We compare our predicting model and pricing model with competing approaches through experiments on New York City’s taxi dataset. Our results show that our model can accurately learn the transition patterns of people’s ride requests. Furthermore, our pricing mechanism forces drivers to be truthful and takes away any unfair advantage the drivers can achieve by bidding untruthfully. More importantly, our pricing model forces truthfulness without sacrificing much profit unlike what is typical with second-price auction schemes.

1 INTRODUCTION
Traffic congestions, high costs of car ownership and greenhouse emissions are just a few problems that have made road transportation one of the main challenges of our era. Ride-sharing is an alternative transportation model which helps mitigate the negative effects of road transportation. According to [1], in only one month, Uber-Pool reduced individual rides in San Francisco for about 674,000 miles which accounts for more than 13,000 gallons of gasoline and about 120 metric tons of CO2 emissions. In addition to well-known ride-sharing platforms (e.g., Lyft, Uber, DiDi), other applications like Instacart and AmazonFresh, which use the same model as ride-sharing platforms, can also benefit from a real-time ride-sharing framework.

Due to its economical, environmental and social benefits, many researchers have studied ride-sharing platforms [5, 8–11, 15, 19]. Many former studies [8, 9, 15] focus on improving the efficiency of the passenger-to-driver assignments by minimizing the total traveled distance which does not always satisfy the monetary constraints of passengers and drivers [3]. Furthermore, none of the proposed approaches in these studies can scale due to their centralized architecture.

Auction methods have been effectively used for assignment problems in dynamic multi-agent environments [13, 16]. The main advantage of auction methods are their simplicity and the fact that they allow for decentralized implementation. Consequently, in recent years, ride-sharing platforms have been studied in the context of auction methods [5, 10, 19]. One of the key requirements of such platforms is the ability to perform a real-time on-line assignment of passengers to drivers as soon as a ride request is received. Most of the previous studies do not support on-line assignments[5, 10, 11].

In [3], we proposed a ride-sharing platform, named APART, with a pricing model and a passenger-to-driver assignment algorithm. The main objective of APART is to maximize the platform provider’s profits, without compromising the passengers’ and drivers’ monetary incentives (i.e., either charging the passengers more or paying the drivers less). This is achieved by introducing the concept of profiles as a mechanism for both parties to report their monetary constraints to the platform. The assignment algorithm guarantees these constraints are met when assigning a passenger to a driver. One drawback of the pricing model of APART is that drivers have an incentive to misreport their profiles, in order to increase their own income. For example, at certain times during the day when the demand (i.e., ride requests) to supply (i.e., available drivers) ratio is high, there will be less competition among drivers for each ride request. In such demand-driven markets, the drivers can increase their reported costs without significantly reducing their chance of getting matched with a passenger.
In this paper, we first present a statistical analysis that proves the drivers’ dominant strategy in APART’s pricing model is to misreport their profiles. That is, if a driver can estimate the number of available drivers in the vicinity of a new ride request then he can exploit this information to misrepresent his profile and still bid competitively. Subsequently, we present a latent space transition model (LSTM) which the drivers can utilize to predict the number of available drivers in every location at any point in time. We build this model by learning the transitional pattern of ride requests from historical data. We model the historical data as a set of spatial documents and utilize a Latent Dirichlet Allocation (LDA)[4] approach to learn the parameters of the transitional pattern.

To address the problem of misreporting profiles, we present a new pricing mechanism for APART based on the second-price auction scheme with a reserved price (SPARP). We show that SPARP is both individually rational (i.e., the drivers are incentivized to participate in the platform) and truthful (i.e., the dominant strategy of drivers is to report their true profiles). We exploit the concept of reserved prices in auction methods to prevent the platform from losing too much profit as a result of the second-price scheme and show how the value of the reserved price can be computed for different requests in APART.

We conducted extensive experiments on a large scale New York City taxi dataset. We compare the prediction accuracy of LSTM with a state-of-the-art approach [23]. We show that our model can learn the transition patterns more accurately and hence, results in a 50% more accurate prediction. Furthermore, we compare the utility of the drivers in a first-price auction scheme when a portion of the drivers bid untruthfully. We show that bidding untruthfully in a first-price auction scheme can result in up to 25% higher income for drivers. Finally, we show that unlike a typical second-price auction scheme, by using reserved price in our mechanism, we can prevent the framework from losing too much profit.

The remainder of this paper is organized as follows. In Section 2, we briefly review the key components of APART that are relevant to this paper. In Section 3, we show that the dominant strategy of drivers in APART is to misrepresent their profiles. We present our latent space transition model in Section 4 which the drivers can utilize to predict the number of available drivers. We introduce our new pricing mechanism in Section 5. In Section 6, we report the experiment results. Section 7 reviews the related works and we conclude the paper in Section 8.

2 BACKGROUND

In this section, we briefly review the key components of the APART framework[3].

2.1 Definitions

We first define three key concepts of the APART framework.

Definition 2.1 (Ride Request). A ride request \( r \) can be represented as \( (s_r, e_r, \omega_r, \epsilon_r, \Delta_r) \) consisting of a starting point \( s_r \) and an end point \( e_r \). Each request also specifies \( \omega_r \) as the maximum time the rider is willing to wait after making a request and \( \epsilon_r \) denotes the relative detour the rider can tolerate. In addition, a rider’s profile \( \Delta_r : \mathbb{R}_+ \to [0, 1] \), specifies the relative discount in exchange for an incurred detour of \( \Delta \in \mathbb{R}_+ \).

Definition 2.2 (Driver). A driver \( d \) is represented as \( (\mathcal{R}_d, n_d, \theta_d) \) where \( \mathcal{R}_d \subset \mathcal{R} \) is the set of ride requests assigned to \( d \), and \( n_d \) is the maximum number of requests \( d \) can accept at any point in time. A driver also has a profile \( \theta_d : \mathbb{R}_+ \to \mathbb{R}_+ \) which specifies the monetary cost of \( d \) providing service to its assigned request for a duration \( \omega \in \mathbb{R}_+ \).

Definition 2.3 (Schedule). Schedule \( \pi_d \) for driver \( d \) on the set of requests \( \mathcal{R}_d \) with \( n \) requests, is an ordered sequence \( (x_1, \ldots, x_n) \), of pick-up and drop-off points of requests in \( \mathcal{R}_d \), where for each \( r \in \mathcal{R}_d, s_r \text{ precedes } e_r \text{ in } \pi_d \).

The driver follows the sequence of picking up and dropping off riders. For every two nodes \( x_a, x_b \in \pi_d \) where \( x_a \) precedes \( x_b \). We show the cost of traveling from \( x_a \) to \( x_b \) in schedule \( \pi_d \) with \( \phi_{\pi_d}(x_a, x_b) \).

2.2 Dispatch Requests

APART considers drivers as bidders and ride requests as goods. The server plays the role of a central auctioneer in APART. Figure 1 explains how ride requests are dispatched to drivers at a very high level: (1) Everything starts with a passenger submitting a new ride request to the server. (2) Once the server receives a new task, it notifies the available drivers in the vicinity of the pick-up location about the new request. (3) Each driver independently computes his bid by finding the optimal schedule that can fit the new request into his current schedule. The bidding process is performed as a sealed-bid auction where drivers simultaneously submit bids and no other driver knows how much the other drivers have bid.(4) Once all the bids are received, the server assigns the passenger to the driver with the optimal bid.

Algorithm 1 outlines the process of assigning an incoming request \( r \), where \( D_r \) is the set of eligible drivers for request \( r \) (line 4). For each candidate driver \( d \), the ComputeBid method (line 5) is executed to perform scheduling and compute \( d \)’s bid (Section 2.3). Subsequently, the platform chooses the driver with the highest bid. In case of a tie in line 8, the algorithm randomly selects one driver among the ones with the highest bid. Notice that in practice all the iterations of the for loop in Algorithm 1 (lines 4-7) run in parallel.

In this paper, we show monetary values with $
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Algorithm 1 Dispatch(\(D, r, \text{startTime}\))
Input: \(D\) is the set of currently available drivers, \(r\) is a new request and \(\text{startTime}\) is the current time
Output: \(d \in D\) as the driver that request \(r\) is assigned to
1: \(d_{opt} \leftarrow \text{null}\)
2: \(\text{Bids}_r \leftarrow \emptyset\)
3: \(D_r \leftarrow \text{EligibleDrivers}(r)\)
4: for \(d \in D_r\) do
5: \(\text{bid}_d^r \leftarrow \text{ComputeBid}(d, \pi_d, r, \text{startTime})\)
6: \(\text{Bids}_r \leftarrow \text{Bids}_r \cup \{\text{bid}_d^r\}\)
end for
7: \(d_{opt} \leftarrow \arg \max_d \{\text{bid}_d^r | \text{bid}_d^r \in \text{Bids}\}\)
8: return \(d_{opt}\)

Algorithm 2 ComputeBid(\(d, \pi_d, r, \text{startTime}\))
Input: \(d\) is a driver with schedule \(\pi_d\), \(r\) is a new request and \(\text{startTime}\) is the current time.
Output: \(\text{additional profit}\) that \(d\) can generate by accepting \(r\)
1: \(\text{newProfit} \leftarrow \text{FindBestSchedule}(d, \pi_d, r, \text{startTime})\)
2: \(\text{oldProfit} \leftarrow \text{GetProfit}(d, \pi_d, \text{startTime})\)
3: \(\text{additionProfit} \leftarrow \text{newProfit} - \text{oldProfit}\)
4: return \(\text{additionProfit}\)

2.3 Bid Computation

Once a driver is notified of a new request, it has to compute a bid. The bid each driver generates reflects the profit the system can gain if the request is assigned to that driver. Once the ride-sharing application on the driver’s phone receives the request, it generates a bid and submits the bid to the server. When a new request is assigned to a driver, he will be notified with an updated schedule. This means that the human driver’s interaction with APART is limited to configuring and reporting his profile on the ride-sharing application.

Algorithm 2 outlines the bid computation process. First, the algorithm calls FindBestSchedule (line 1) which finds the best valid schedule and its corresponding profit. Because each driver’s bid is the additional profit that the new request can generate for the platform, the algorithm calculates oldProfit for \(d\)’s original schedule using the GetProfit method (line 2). Finally, the additional profit that \(d\) can generate by accepting \(r\) is the difference between newProfit and oldProfit. The FindBestSchedule method uses a branch-and-bound technique to search for the optimal schedule that can fit the new request into a driver’s existing schedule. The GetProfit method takes a valid schedule \(\pi\) and a driver \(d\) as input and computes the total fare collected from the passengers serviced with \(\pi\) and the total cost of \(d\) performing \(\pi\) and returns the difference between the collected fare and cost as the profit of the schedule. In Section 5 we explain how the fare and cost of rides are computed. Further details of the FindBestSchedule and GetProfit methods are out of the scope of this paper and can be found in [3].

Once drivers submit their bids, the server selects the driver with the highest bid and assigns the new request to that driver.

3 COMPETITIVE BIDDING

With APART, a driver’s income is as much as his reported cost. This is called the first-price auction scheme. Here, we explain how bidders can compute their bids in a first-price scenario to manipulate the system and increase their own income. We assume the bidders know how many other bidders are participating in the auction and also know the distribution of their bids, but not the exact value for everyone else’s bids. We denote the probability density function and the cumulative distribution function of the bids with \(f()\) and \(F()\), respectively. Also, for every bidder \(i\) with valuation \(v_i\), we assume there exists a strategy function \(s_i()\) that bidder \(i\) applies to its valuation to compute what bid to submit. We are interested to find the optimal \(s_i()\) such that bidder \(i\)’s expected utility \(E[u_i]\) is maximized.

Before we continue, we make two assumptions:
1. The strategy function \(s_i()\) for every user is strictly increasing. In other words, if \(v_1 < v_2\) then \(s_1(v_1) < s_1(v_2)\).
2. We will restrict our search to symmetric equilibria (i.e., all bidders use the same equilibria strategy).

We show everything from the point of view of bidder 1. However, since we are considering only symmetric equilibria, the computation will be the same for all other bidders. We start by defining the expected utility of bidder 1 as:

\[
E[u_1] = (v_1 - s_1(v_1)) \cdot \text{Prob}[\text{win}_1]
\]

where \(\text{Prob}[\text{win}_1]\) is the probability of bidder 1 winning.

To compute \(\text{Prob}[\text{win}_1]\), first we consider a single bidder \(i\). For bidder 1 to win over bidder \(i\) we need to have \(s_i(v_i) < s_1(v_1)\).

\[
\text{Prob}[s_i(v_i) < s_1(v_1)] = \text{Prob}[v_1 < s_1^{-1}(s_1(v_1))]
\]

\[
= F(s_1^{-1}(s_1(v_1)))
\]

The last equation holds because all bidders use the same strategy function and thus, \(s_i(x) = s_j(x)\) for every bidder \(i\) and \(j\).

Bidder 1 wins if her bid is higher than all other \(n - 1\) bidders. Since every bidder \(i\)’s bid (\(i \neq 1\)) is independent of other bidders we can say:

\[
\text{Prob}[\text{win}_1] = (\text{Prob}[s_1(v_1) < s_1(v_1)])^{n-1}
\]

\[
= F(v_1)^{n-1}
\]

Now we can rewrite Equation (1) as:

\[
E[u_1] = (v_1 - s_1(v_1)) F(v_1)^{n-1}
\]

(2)

We can maximize \(E[u_1]\) by differentiating Equation (2) w.r.t. \(b_1\) and setting it equal to zero, where \(b_1\) is bidder 1’s bid. In other words, \(b_1 = s_1(v_1)\).

\[
\frac{\partial}{\partial b_1} E[u_1] = 0
\]

\[
\frac{\partial}{\partial b_1} (v_1 - s_1(v_1)) F(s_1^{-1}(b_1))^{n-1} = 0
\]

Using the Chain Rule and the Product Rule we get:

\[
(v_1 - b_1) \frac{\partial}{\partial b_1} F(s_1^{-1}(b_1))^{n-1} = \frac{\partial}{\partial b_1} F(s_1^{-1}(b_1)) \frac{\partial}{\partial b_1} (s_1^{-1}(b_1)) = F(s_1^{-1}(b_1))^{n-1}
\]
We know that the derivative of the cumulative probability function \( F(.) \) is the probability density function \( f(.) \). Also:
\[
\frac{\partial}{\partial b_1} \left( s_1^{-1}(b_1) \right) = \frac{1}{s_1'(s_1^{-1}(b_1))}
\]

Then we will have:
\[
\left( v_1 - b_1 \right) \frac{(n - 1)}{s_1'(s_1^{-1}(b_1))} \cdot f \left( s_1^{-1}(b_1) \right) = F \left( s_1^{-1}(b_1) \right)^{n-1}
\]
\[
\left( v_1 - b_1 \right) \frac{(n - 1)}{s_1'(s_1^{-1}(b_1))} = F \left( s_1^{-1}(b_1) \right)
\]

(3)

Knowing that \( s_1^{-1}(b_1) = v_1 \), we can re-write Equation (4) as:
\[
\left( v_1 - b_1 \right) \frac{(n - 1)}{s_1'(v_1)} = F(v_1)
\]
(5)

We can set \( b_1 = s_1(v_1) \) and re-arrange Equation (5) and get:
\[
s_1'(v_1) = \frac{(n - 1)}{f(v_1)} \cdot \frac{1}{s_1'(v_1)}
\]
(6)

Solving the differential equation of Equation (6) yields the optimal strategy function \( s_1(.) \) for bidder \( 1 \) which gives her what to bid for a valuation of \( v_1 \). To solve Equation (6), we need to know \( f(.) \) and \( F(.) \) (i.e., the probability density function and cumulative density functions of the bids). For example, assuming the bids are uniformly distributed in the range \([0, v_{max}]\), we will have:
\[
\forall x \in [0, v_{max}], \quad f(x) = \frac{1}{v_{max}} \quad \text{and} \quad F(x) = \frac{x}{v_{max}}
\]

Using these values for \( f(.) \) and \( F(.) \) in Equation (6) we get:
\[
s_1(v_1) = \left( \frac{n - 1}{n} \right) v_1
\]
(7)

Which give the optimal bidding strategy if every driver’s valuation is a uniform random variable in \([0, v_{max}]\).

4 THE LATENT SPACE TRANSITION MODEL

In Section 3, we showed how the drivers can take advantage of the platform if they know how many bids are being submitted and the distribution of the bids. In this section, we show how the drivers can estimate the number of bids, based on historical data.

We assume for each location \( p \) and time \( t \), there are a potential of \( \beta_p^t \) ride requests submitted to the system. A transition matrix \( A^t \) called the network demand at time \( t \) shows the fraction of riders moving from one location to another location at each point in time. The \( pq \)-th entry of \( A^t \), shown as \( a_{pq}^t \), gives the fraction of riders going from location \( p \) to location \( q \) at time \( t \). This means that the number of riders requesting a ride from \( p \) to \( q \) at time \( t \) is given by \( \beta_p^t \cdot a_{pq}^t \).

We can compute the number of available drivers at location \( p \) at the start of time \( t \) as:
\[
v_p^t = \sum_q a_{qp}^{t-1} \min \left\{ \frac{v_q^{t-1}}{\beta_q^{t-1}}, 1 \right\} + \delta_p^t
\]
(8)

where \( \delta_p^t \) is the number of drivers who enter the system at time \( t \) in location \( p \).

To predict the number of drivers that enter the platform (i.e., \( \delta_p^t \)) we use the approach in [6] where a grid-based Gaussian mixture model is introduced to predict the number of passengers for taxi bookings at a specific time and location.

The other key component in estimating the number of available drivers at each location (Equation (8)) is learning the network demand matrix at each point in time. In the remainder of this section, we introduce a Latent Space Transition Model (LSTM) where we model the demand network as a Latent Dirichlet Allocation (LDA) model. We first explain how we can model the network demand matrix as an LDA and subsequently explain how we can learn the parameters of the model using historic data.

4.1 Network Demand Model

An LDA is a generative probabilistic model for collections of discrete data, in which each item of a collection is modeled as a finite mixture over an underlying set of topics. Each topic is, in turn, modeled as an infinite mixture over an underlying set of topic probabilities[4]. For example LDA is widely used in natural language processing where the observations are words in documents. LDA then assumes each document is a mixture of a small number of topics and tends to find patterns that probabilistically associate the words in the document to topics.

With regard to Ride-sharing environments, various factors (hereafter, topics) such as locality (i.e., source and destination neighborhoods), time and weather, can influence the network demand. Row \( p \) of the matrix \( \Lambda^t \) (i.e., \( A_p^t \)), gives the probability distribution over the destination of requests submitted at time \( t \) in location \( p \). Therefore, we can think of \( A_p^t \) as a collection of destinations where the different topics impact the probability of each location being the destination of those specific requests. For example, a high demand for rides from a business district in a city to residential neighborhoods can be attributed to the locality topic.

In the remainder of this section we assume that the entire geographical space is discretized into smaller regions using a grid index. Similarly, we assume the temporal space is discretized into equal length time slots. For a set of ride request data \( \chi_1, \chi_2, \ldots, \chi_d \) in the form of \((source, destination, time)\), we define a spatial document as:

Definition 4.1 (Spatial Document). For every source region \( p \) and time \( t \), we define the Spatial Document \( X_p^t \) as a vector of length \( w \) such that \( x_{pq}^t \) for \( 1 \leq q \leq w \) records the number of requests originated in location \( p \) for destination \( q \) at time \( t \).

We assume each spatial document is a \( k \) component Multinomial Mixture Model (MMM). Consequently, each spatial document is modeled as an independent draw from the probability mass function:
\[
p(x_1) = \sum_{j=1}^{k} \sum_{j=1}^{w} x_{1p} \cdot \psi_{ij} \cdot \mu_{jp}
\]
(9)

where,
- \( \mu_{ij} \in \mathbb{R}^w \), \( w \) is the total number of regions and \( \mu_{jp} \) is the unknown probability of selecting region \( p \) from topic \( j \).
- \( \psi_{ij} \) is the unknown probability of selecting topic \( j \) for document \( i \), such that \( \sum_{j=1}^{k} \psi_{ij} = 1 \).
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Consequently, the generative model for each destination region in spatial document \(i\) with latent variables \((\psi_i, \mu_{1,k})\) can be written as:

1. We draw latent topic indicators \(z_{ip}\) as \(\text{Mult}(\psi_i)\).
2. For each topic \(z_{ip}\), we can draw \(x\) from the topic’s multinomial distribution:
   \[
x|z_{ip} \sim \text{Mult}(\mu_{z_{ip}})
   \]

### 4.2 Parameter Inference

In order to learn the parameters of the model introduced in Section 4.1, we utilize the expectation maximization (EM) algorithm. The EM algorithm iteratively finds the maximum likelihood estimates of parameters of a statistical model which depends on unobserved latent variables. Each iteration of the EM algorithm consists of two steps. The expectation (E) step which estimates each latent variable \(z\)’s conditional on the observed data \(p(z_{i,n,1:w}|x_{i,n,1:w}, \psi_{1:n,1:k})\).

Subsequently, the maximization (M) step, finds the corresponding parameters that maximize the expected log-likelihood w.r.t. the latent variables estimated in the E step.

Before we explain each step in more details, we need to have the complete log-likelihood function for the model introduced in Section 4.1. The log-likelihood for our model can be computed as:

\[
\mathcal{L}_{\mu, \psi} = \log p(x_{i,n,1:w}, z_{i,n,1:w}, \psi_{1:n,1:k})
= \sum_{i=1}^{n} \sum_{p=1}^{w} \log p(x_{ip}, z_{ip}; \psi_{i}, \mu_{1:k})
= \sum_{i=1}^{n} \sum_{p=1}^{w} \log \int_{j=1}^{k} p_{\psi_{ip}} p_{\mu_{z_{ip}}} d\tau_{ip}
\]

where \(\int\) is the indicator function.

#### 4.2.1 E-Step

In this step, we estimate the conditional distribution of each \(z_{ip}\) given \(x_{ip}\) \(p(z_{ip} = j|x_{ip}, \psi_{i}, \mu_{1:k})\). By Bayes’s rule:

\[
p(z_{ip} = j|x_{ip}, \psi_{i}, \mu_{1:k}) \propto p(z_{ip} = j) p(x_{ip}|z_{ip}, \psi_{i}, \mu_{1:k})
\]

By plugging in the densities based on Equation (9) we get:

\[
p(z_{ip} = j|x_{ip}, \psi_{i}, \mu_{1:k}) = \frac{\psi_{ij} \mu_{jp}}{\sum_{l=1}^{k} \psi_{il} \mu_{lp}}
\]

For simplicity, we show this estimated conditional distribution as \(\tau_{ip}\).

#### 4.2.2 M-Step

This step will maximizes the expected complete log-likelihood. Given the updated latent variables from the E-Step, it can be derived that the following setting updates the log-likelihood of our model:

\[
\psi_{ij} = \frac{\sum_{p=1}^{w} x_{ip} \tau_{ip}}{\sum_{p=1}^{w} x_{ip}} \quad \mu_{jp} = \frac{\sum_{q=1}^{n} x_{iq} \tau_{iq}}{\sum_{q=1}^{n} x_{iq}}
\]

Algorithm 3 shows the overall process of inferring parameters of the statistical model introduced in Section 4.1. In Lines 2 and 5, \(\text{Dir}(\cdot)\) represents the Dirichlet distribution and is used to initialize values for \(\psi\) and \(\mu\). We used the Dirichlet distribution since it is the conjugate prior for the Multinomial distribution. In Line 7 the log-likelihood of the data is computed with the initial values of \(\psi\) and \(\mu\). The while loop (Line 9-17) iteratively performs the E-Step and M-Step to update \(\psi\), \(\mu\) and the auxiliary variable \(\tau\). After each step, it computes the log-likelihood with the updated parameters and if the improvement of the log-likelihood is less than a predefined \(\epsilon\), it terminates the algorithm and returns the final parameters.

Algorithm 3 EM(\(X_{i:n}, \gamma_{1}, \gamma_{2}\))

Input: \(X_{i:n}\) are \(n\) spatial documents, \(\gamma_{1}\) and \(\gamma_{2}\) are vectors of positive reals with size \(k\) and \(w\) respectively.

Output: \(\mu, \psi\) as the parameters of the Multinomial Mixture Model

1. for \(i = 1 : n\) do
2. \(\psi_{i} \leftarrow \text{Dir}(\gamma_{1})\)
3. end for
4. for \(k = 1 : K\) do
5. \(\mu_{k} \leftarrow \text{Dir}(\gamma_{2})\)
6. end for
7. \(\mathcal{L}_{\mu, \psi} = \text{compute likelihood from Equation (10)}\)
8. \(\text{if } \mathcal{L}_{\mu, \psi} = \text{false, } n \leftarrow 1\)
9. while \((\text{converge})\) do
10. update \(\mu\) and \(\psi\) from Equation (13)
11. \(\mathcal{L}_{\mu, \psi} = \text{compute likelihood from Equation (10)}\)
12. if \((\mathcal{L}_{\mu, \psi} - \mathcal{L}_{\mu, \psi}^{n-1} < \epsilon)\) then
13. \(\text{converge} \leftarrow \text{true}\)
14. end if
15. \(n \leftarrow n + 1\)
16. end while
17. return \(\mu, \psi\)

Each spatial document \(X_{i}\) corresponds to one row of the transition matrix, \(A\). Assuming the corresponding spatial document of \(A_{p}^{t}\) is \(X_{i}\), each cell of matrix \(A_{x_{i}}^{t}\) can be derived as follows:

\[
a_{pq}^{i} = \frac{1}{k} \sum_{j=1}^{k} \psi_{ij} \cdot \mu_{pq}
\]

where index \(i\) in \(\psi_{ij}\) refers to the spatial document \(X_{i}^{t}\).

### 5 THE SPARP MECHANISM

#### 5.1 Pricing Model

Every request \(r\) has a default fare based on the duration of the shortest trip, \(\phi_{s}()\). For convenience, we show this as \(\phi_{s}()\). We define function \(F: \mathbb{R}_{+} \rightarrow \mathbb{S}\) such that \(F(\phi_{s}())\) is the default fare of a ride. In addition, we show the actual route between the two end points of a ride with \(\phi_{s}()\) and define the detour of a ride as \(\Delta_{r} = \phi_{s} - \phi_{r}\). As explained in definition Theorem 2.1, each request is associated with a profile as a tool for the rider to specify how much discount he expects to receive in return for a certain amount of detour on his trip.

Subsequently, for a request \(r\) with shortest trip \(\phi_{s}\), detour \(\Delta_{r}\) and a profile \(\lambda_{r}\), the final fare is represented as:

\[
fare(r) = F(\phi_{r}) \cdot \lambda_{r}(\Delta_{r})
\]
Every driver has a profile which allows them to set their minimum expectations for participating in the platform. A driver’s profile represents the cost of the driver participating in the platform. The profile can depend on any number of parameters: e.g., the length of the trip, the number of passengers, etc. In [3] we studied the effect of various profiles for the drivers. Here, we assume a driver’s profile only depends on the duration for which the driver provides service.

Drivers can misreport their actual profiles if it is to their best interest. We show driver $d$’s reported profile as $\hat{\theta}_d \in \Theta$ where $\Theta$ is the set of all possible profiles. At any point in time, each driver has a schedule. Therefore, for every driver $d$, the cost of servicing schedule $\pi_d$ based on the reported profile $\hat{\theta}_d$ is:

$$
cost(\pi_d, \hat{\theta}_d) = \int_{\text{start}_{\pi_d}}^{\text{end}_{\pi_d}} \mathbb{I}\{\pi_d^t \neq \emptyset\} \cdot \hat{\theta}_d(t) dt \tag{16}
$$

Where $\mathbb{I}$ is the indicator function and $\pi_d^t$ is the driver’s schedule at time $t$. In addition, $\text{start}_{\pi_d}$ and $\text{end}_{\pi_d}$ are the first pick-up time and last drop-off time of $\pi_d$.

For every request $r$ assigned to a driver, depending on the driver’s reported profile ($\hat{\theta}_d$) the driver has to pay a profit to the platform provider ($\rho(r)$). We can define driver $d$’s payments to the platform and income for servicing schedule $\pi_d$ as:

$$
payment(\pi_d, \hat{\theta}_d) = \sum_{r \in \pi_d} \rho_r \tag{17}
$$

$$
income(\pi_d, \hat{\theta}_d) = \sum_{r \in \pi_d} f\text{are}(r) - payment(\pi_d, \hat{\theta}_d) \tag{18}
$$

For every driver $d$, we define the utility as the difference between his income and cost for servicing schedule $\pi_d$:

$$
u(\pi_d, \hat{\theta}_d, \theta_d) = income(\pi_d, \hat{\theta}_d) - cost(\pi_d, \hat{\theta}_d) \tag{19}
$$

If a driver does not participate in the ride-sharing platform, both the cost and income are zero. We say the platform is individually rational if no driver receives a negative utility by participating in the platform. Another crucial aspect of the framework should be preventing the drivers to strategically manipulate the platform by misreporting their profiles, which is known as truthfulness.

**Definition 5.1 (Truthfulness)**. A platform is truthful if and only if for every driver $d$, $\forall \theta_d \in \Theta \wedge \hat{\theta}_d \neq \theta_d, u(\pi_d, \hat{\theta}_d, \theta_d) \leq u(\pi_d, \hat{\theta}_d, \theta_d)$.

That is, a platform is truthful if the dominant (most profitable) strategy for drivers is to report their profiles truthfully.

The overall goal of the platform is to maximize the revenue of the platform provider.

**Definition 5.2 (Revenue)**. Given the matching $M(D, R)$ between the set of drivers $D$ and requests $R$, the revenue of the platform provider is

$$
\text{revenue}(M(D, R)) = \sum_{d \in D} payment(\pi_d, \hat{\theta}_d) \tag{20}
$$

We call a framework budget balanced if $\text{revenue}(M(D, R)) \geq 0$. Otherwise, we say the framework runs a deficit.

### 5.2 Payments

In Section 5.1 we mentioned that for every request $r$ assigned to a driver, the driver has to pay $\rho_r$ to the platform provider. In this section we explain what $\rho_r$ should be so that the platform be:

1. **individually rational**: i.e., the drivers do not end up with a negative utility.
2. **truthful**: i.e., the drivers cannot manipulate the framework by misreporting their profiles.

Based on Algorithm 2 the value of the bid driver $d$ submits to the server for request $r$ ($bid_d^r$) is equal to the additional profit driver $d$ generates by accepting a new request $r$.

**Theorem 5.3**. If for every request $r$ assigned to driver $d$, $\rho_r \leq bid_d^r$ then the ride-sharing platform is individually rational.

**Proof**. From Equation (17) we know:

$$
income(\pi_d, \hat{\theta}_d) = \sum_{r \in \pi_d} f\text{are}(r) - \sum_{r \in \pi_d} \rho_r \geq \sum_{r \in \pi_d} f\text{are}(r) - \sum_{r \in \pi_d} bid_d^r
$$

Therefore:

$$
income(\pi_d, \hat{\theta}_d) \geq \sum_{r \in \pi_d} f\text{are}(r) - \sum_{r \in \pi_d} (\gamma_r^d - \gamma_r^d)
$$

Assuming $(r_1, r_2, \ldots, r_n)$ shows the order in which driver $d$ accepts the request we can say $\gamma_r^d = \gamma_{r_{n-1}}^d$ and hence:

$$
income(\pi_d, \hat{\theta}_d) \geq \sum_{r \in \pi_d} f\text{are}(r) - (\gamma_r^d - \gamma_r^d)
$$

Before accepting the first request, the driver cannot generate any profit (i.e., $\gamma_r^d = 0$). Furthermore, the profit each driver generates for the platform is equal to the difference the total collected fares and the cost of that driver:

$$
\gamma_r^d = \sum_{r \in \pi_d} f\text{are}(r) - cost(\pi_d, \hat{\theta}_d)
$$

Therefore:

$$
income(\pi_d, \hat{\theta}_d) \geq \sum_{r \in \pi_d} f\text{are}(r) - \left(\sum_{r \in \pi_d} f\text{are}(r) - cost(\pi_d, \hat{\theta}_d)\right) \geq cost(\pi_d, \hat{\theta}_d)
$$

In other words, the driver’s income is always at least as much as his costs which implies the utility is always non-negative and the platform is individually rational. □

Intuitively, by adopting a first-price auction scheme (i.e., for every request $r$, $\rho_r = bid_{\text{opt}}^d$ where $\text{opt}$ is the driver with the highest bid), the platform can maximize its revenue while remaining individually rational. However, computing the profit of a schedule depends on the driver’s reported profile. Consequently, a driver’s reported profile can eventually affect the driver’s bid. The disadvantage of setting $\rho_r = bid_{\text{opt}}^d$ is that drivers would have the incentive to lower their bids by misreporting their profiles and hence, the framework will not be truthful. Theorem 5.4 shows by adopting a
An On-line Truthful and Individually Rational Pricing Mechanism for Ride-sharing

second-price auction scheme, the drivers do not have an incentive to misreport their profiles.

One of the key features of the second-price auction scheme is truthfulness. In Theorem 5.4 we show how truthfulness is guaranteed in APART by adopting the second price-auction scheme.

**Theorem 5.4.** If for every request \( r \) assigned to driver \( d \), \( \rho_r \) is equivalent to the value of the second highest bid, then the platform is truthful.

**Proof.** We assume \( d_2 \) is the driver with the second highest bid and \( bid_{d_2}^r \) is his corresponding bid. We show that the winning driver \( d_{opt} \) cannot increase his utility by misreporting his profile and either increasing or decreasing his bid. We show \( d_{opt} \)'s bid based on his actual profile as \( bid_{d_{opt}}^r \) and his bid based on a misreported profile as \( bid_{d_{opt}}^r \).

**Case 1:** \( bid_{d_2}^r < bid_{d_{opt}}^r < bid_{d_{opt}}^r \); In this case \( d_{opt} \) will have the highest bid so he will be selected as the winner and his payment will be \( bid_{d_2}^r \).

**Case 2:** \( bid_{d_2}^r < bid_{d_{opt}}^r < bid_{d_{opt}}^r \); Similar to the first case, here \( d_{opt} \) will have the highest bid and will be assigned the request. The second highest bid is still from \( d_2 \) and hence, \( d_{opt} \) will still pay \( bid_{d_2}^r \) to the platform provider.

**Case 3:** \( bid_{d_{opt}}^r < bid_{d_2}^r < bid_{d_{opt}}^r \); In this case, \( d_{opt} \) will no longer have the highest bid and \( r \) will not be assigned to him. Therefore, both his cost and payment will be 0 and there will be no change to his utility.

Consequently, in all three cases, \( d_{opt} \) cannot increase his utility by misreporting his profile and thus, the framework is truthful. □

With \( \rho_r > 0 \) for every request \( r \), we can guarantee that the platform is budget balanced.

**Lemma 5.5.** If for every request \( r \), \( \rho_r > 0 \), then the ride-sharing platform is budget balanced.

Asking the drivers to pay an equivalent amount to the second highest bid takes away any incentives for the drivers to misreport their profiles. However, if there is only one driver who can fit the request in his current schedule and thus there will be no second highest bid and the driver will not pay anything to the platform. To avoid situations like this, the platform can set a reserved price for every request.

**Definition 5.6 (Reserved Price).** For every request \( r \), the reserved price \( bid_{server}^r \), is a hidden minimum price the platform sets for the payments it expects from the winning driver.

The server treats the reserved price as another bid. If there is no other bid higher than the reserved price, the server does not assign the request to any driver. Otherwise, the reserved price guarantees the second highest bid is not 0. With APART, for every request, the reserved price is the difference between the requests default fare and the cost of the most expensive driver servicing that request:

\[
\forall r, bid_{server}^r = F(w_r) - 0^*(w_r) \quad \text{and} \quad 0^* = \arg \max_{\theta} \{\theta(w_r) \mid \theta \in \Theta\}
\]

where \( \Theta \) is the set of all possible profiles for the drivers.

6 EXPERIMENTS

6.1 Dataset

We evaluate our algorithms using one month (May, 2013) of New York City’s taxi dataset [2], which contains 39,437 drivers and around 500,000 trips per day. Each ride in the dataset has a pick-up latitude/longitude, a drop-off latitude/longitude and request time. We extracted the road network of New York City from Open Street Map (OSM), which is represented as an undirected graph with 55,957 vertices and 78,597 edges. Subsequently, we mapped the source and destination of each trip to the road network. Similar to [9], we maintain a cache for shortest paths between vertices, which means that the shortest path can be found in constant time. Initially, each driver is randomly located on one vertex of the road network. When the vehicle is serving rider requests, we assume it is following the schedule and constantly moving towards the destination.

6.2 Experimental Methodology

To evaluate LSTM’s prediction precision, we compare its performance in predicting the transition model to that of LORE [23]. LORE models transition probabilities based on their previous locations using Additive Markov Chains.

In our evaluation we used the k-fold cross validation (k=4) method to divide our data into test and train sets and for each fold compared the models built with LSTM and LORE with the actual transition probabilities for the test data. To compare the transition probabilities of the test data to those from the output of the model, we used the Kullback-Leibler divergence (KLD) metric [12]. The reason for choosing KLD is that unlike other widely used metrics (e.g. the Jensen-Shanon divergence [18]), KLD is not symmetric and is best used when measuring how a probability distribution (model output) diverges from an expected probability distribution (test data). With KLD, we measure the divergence of probability distribution \( Q \) from \( P \) as:

\[
\text{KLD}(P||Q) = \sum_{i} P(i) \log \frac{P(i)}{Q(i)}
\]

Based on the definition of KLD, the lower the KLD score is, the closer \( Q \) is to \( P \) where a KLD score of 0 means that \( Q \) and \( P \) are equal.

Subsequently, we compare the proposed second-price auction with reserved price scheme (SPARP) with regular second-price auction scheme (SPA) and the first-price auctions scheme where drivers are not truthful and bid competitively (FPACB). We compare the generated revenue in different pricing mechanisms and also evaluate the effects of bidding competitively on the workers utility in a first-price auction scheme.

Table 1 shows the different values we used for various parameters we used in our experiments (default values are shown in bold).

For the pricing model, the default configurations are:

\[
F(\phi_r) = 2 \times \phi_r \\
\forall r, \lambda_r(\Delta r) = 1 - \Delta r^2 \\
\forall d, \theta_d(l) = 1.5 \times l
\]
### Table 1: Parameters for Algorithm Comparison

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid Size (km)</td>
<td>1, 2, 3, 4, 5</td>
</tr>
<tr>
<td>Time Slot Size (hour)</td>
<td>1, 2, 3, 4, 5, 6</td>
</tr>
<tr>
<td>Max Wait Time (min)</td>
<td>3, 6, 9, 12, 15, 20</td>
</tr>
<tr>
<td># of Drivers</td>
<td>1000, 2000, 5000, 10000, 20000</td>
</tr>
<tr>
<td>Max Passengers</td>
<td>2, 3, 4, 5, 6</td>
</tr>
<tr>
<td>Max Allowed Detour</td>
<td>25%, 50%, 75%, 100%</td>
</tr>
</tbody>
</table>

6.3 Prediction Model

In the first set of experiments, we compared the prediction precision of LSTM to that of LORE. Figures 2(a) and 2(b) depict the KLD scores of LSTM and LORE for varying time slots and cell sizes, respectively. The reason LSTM predicts transition probabilities better than LORE is because different topics can capture transition patterns that are observed in the training data. To better illustrate the improvements of LSTM over LORE, in Figure 3 we did a pairwise comparison between the KLD scores of LSTM and LORE. Each bar shows the percentage of improvement we observed for each (Cell Size, Time Slot Size) pair. As the number of regions and time slots increase (i.e., smaller cell and time slot sizes), more patterns can be observed in the data and yielding better accuracy for LSTM.

![Figure 2: Comparing Precision of LSTM Vs LORE](image)

![Figure 3: LSTM Vs LORE - Varying Cell & Time Slot Size](image)

6.4 Pricing Mechanism

In the next set of experiments, we compare the generated revenue of each pricing mechanism. Towards this end, we compute the fares and cost of the drivers based on Equations (15) and (16). We compare the generated revenue under different scenarios by varying the parameters in Table 1.

As depicted in Figure 4, SPA generates less revenue than FPACB since the platform will only receive a profit for each request that’s equal to the second highest bid. However, by introducing the reserved price in SPARP, we manage the losses in SPA. Furthermore, because the drivers do not bid truthfully in FPACB, in most cases, SPARP slightly generates more revenue than FPACB. To better show the difference between the revenue of each mechanism under different configurations, in Figure 5 we show the relative difference of both SPA and SPARP when compared to FPACB.

![Figure 4: Comparing Revenue of Different Mechanisms](image)

![Figure 5: Comparing Relative Revenue of SPA & SPARP Vs FPACB](image)
We can see in Table 2 that the assigned requests for untruthful drivers is on average only 1 request less than truthful bidders. However, as the percentage of untruthful drivers increases, the platform makes less revenue and when every driver is bidding competitively in FPACB, we notice that SPARP generates almost 10% more revenue. In Section 3 we proved that in theory, drivers can increase their utility by bidding untruthfully. To show this in practice, we observe in Table 2 that when drivers bid untruthfully, their average and median income per mile increases 20-25%. At the same time, bidding untruthfully does not cost them losing many requests. We can see in Table 2 that the assigned requests for untruthful drivers is on average only 1 request less than truthful bidders.

In location recommendation systems, the goal is to predict the user’s next check-in location based on their social network. In [21] and [22], the next location prediction is enhanced by incorporating the spatial and temporal correlation of users’ data, respectively. In [17], in addition to spatiotemporal features, several social and behavioral features are proposed and the effect of each feature on predicting the user’s next location is studied separately. Furthermore, in [20, 23] the sequence of users’ check-ins are exploited in order to predict the next check-in location. Compared with these studies, rather than studying an individual’s next check-in venue, we model predicts the transition pattern of the population between different regions. In our work, instead of having personalized trajectories, we only know the point to point trips of anonymous individuals so it is not possible to look at the movement pattern of a single user. Furthermore, previous studies focus on the correlation between the types of venues visited by each user. This requires all venues visited by different users to be labeled appropriately in advance. Unlike the supervised nature of these prediction approaches, our model generation process is completely unsupervised.

With regard to human mobility, previous studies model the distribution of geolocal events (i.e., check-ins, taxi bookings, etc.) over space and time. Lichman et al. [14] predict the spatial distribution of check-in data by interpolating the spatial distributions of both the individuals and the population. In [7], separate spatial and temporal Gaussian components are exploited to model check-in data. On the other hand, Chiang et al. [6], propose a unified Gaussian mixture model to predict spatiotemporal dynamics of taxi bookings. Similar techniques can be used with our model to predict the number of new drivers that are added to the platform in each region at any
point in time. However, another aspect of our model is to predict the number of drivers who have already been in the platform and relocated to a certain location. This requires the transition pattern of users within the framework which has not been studied in previous approaches.

7.2 Mechanism design for ride-sharing
Several mechanisms have been introduced to promote ride-sharing in traditional peer-to-peer carpooling platforms [5, 10, 11, 19, 24]. These mechanisms assume passengers have valuations for each driver and assign passengers to drivers based on this valuation. Most previous studies assume all the information regarding passengers and drivers are known a priori and process the ride requests in batch [5, 10, 11, 24]. These mechanism do not work in on-line environments and cannot provide an immediate response to ride requests, which is a key requirement of the current commercial ride-sharing platforms. One exception is the mechanism proposed in [19] that does generate on-line assignments. However, it assumes the drivers are autonomous and comply with any assignment made by the platform and thus the drivers’ incentives are ignored. Furthermore, none of these mechanisms consider the platform providers revenue in their pricing model.

8 CONCLUSION AND FUTURE WORK
In this paper we presented an on-line truthful and individually rational pricing mechanism for ride-sharing platforms. We presented a latent space transition model in ride-sharing platforms where the drivers can use to predict the number of available drivers at different locations at each point in time. Subsequently, we showed how the drivers can exploit this information to manipulate their bids to increase their own income and cause the platform to lose profit. Next, we introduced a pricing mechanism based on the second-price auction scheme that is both individually rational and truthful. We also showed how the platform can set a reserved price for each request and manage the losses in revenue which happens in the typical second-price auction scheme.

In the future, we plan to expand the framework by dynamically pricing each ride request where the default fare of a request does not only depend on the shortest path for that request, but also depends on other factors such as drivers’ availability. The platform can then provide higher incentives to drivers for accepting less popular requests which allows balancing the supply and demand in different regions. Another interesting direction is to predict the final fare of every request and present it to the requester at the time the request is submitted.
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