Protecting Against Inference Attacks on Co-location Data

Ritesh Ahuja  Gabriel Ghinita  Nithin Krishna  Cyrus Shahabi
University of Southern California
Los Angeles, U.S.A
{ritesah,ghinita,ottiling,shahabi}@usc.edu

Abstract—The proliferation of location-centric applications results in massive amounts of individual location data that can benefit domains such as transportation, urban planning, etc. However, sensitive personal data can be derived from location datasets. In particular, co-location of users can disclose one’s social connections, intimate partners, business associates, etc. We derive a powerful inference attack that makes extensive use of background knowledge in order to expose an individual’s co-locations. We also show that existing techniques for location protection, which do not focus specifically on co-locations, distort data excessively, resulting in sanitized datasets with poor utility. We propose three privacy mechanisms that are customized for co-locations, and provide various trade-offs in terms of user privacy and data utility. Our extensive experimental evaluation on a real geo-social network dataset shows that the proposed approaches achieve good data utility and do a good job of protecting against discovery of co-locations, even when confronted with a powerful adversary.

I. INTRODUCTION

The widespread availability of mobile devices with accurate positioning capabilities (e.g., GPS, Wi-Fi localization) led to the emergence of a wide array of popular location-centric applications, e.g., location-based services, geo-social networks, ride sharing, etc. As a by-product of these applications, large amounts of individual location data are collected by service providers. Sharing such data benefits research on topics such as optimizing traffic, improving transportation efficiency, or studying disease spreading patterns. However, directly sharing location data also introduces serious privacy concerns, as an adversary can use locations to derive sensitive details about an individual’s health status, social connections or alternative lifestyle. The last decade witnessed a vast amount of research on the topic of location protection [1], [12], [13], and a commonly-used approach is to employ a sanitization process on the collected data prior to sharing it with untrusted entities, as illustrated in Figure 1.

Our focus is the privacy leakage resulting from the information that two or more persons were situated in close proximity to each other at a certain time. For example, if two people are inside the same restaurant at roughly the same time, it may imply that a social connection between them exists [10]. Based on this observation, several studies successfully derive information about links in a social network from the locations of individual check-in records [6], [10], [19]. More recent studies take it a step further, and show that it is possible to predict future individual locations from the inferred social links [8], [27], thereby increasing considerably the amount of privacy breaches.

We define co-location as the presence of two users in the same geographical location at approximately the same time. Co-location attacks can be very powerful, as illustrated by recent revelations of the NSA’s PRISM and Co-Traveler programs which make use of co-location data collected from tech companies and cellular networks to track down terrorism suspects [11]. While revealing co-location data in clear to government agencies for national security purposes may be acceptable, it is certainly very dangerous to disclose co-locations by directly releasing data to private companies or to the general public. Effective protection techniques are needed to sanitize co-location information before release.

We emphasize that, our focus is to protect co-locations derived from location check-in records, but not necessarily the check-ins themselves. The rationale behind this approach is that many users are willing to disclose their check-ins publicly, e.g., through posts on their Facebook or Twitter profiles, in return for various incentives. Furthermore, attempting to protect individual check-ins entirely may result in published datasets that have very poor utility, since the amount of noise added by the sanitization process becomes excessive. As we show in Section V, employing a protection mechanism designed for individual locations such as geo-indistinguishability [1] may render the released data useless.

Existing work has serious limitations when protecting co-locations. The work in [3] evaluates the effectiveness of basic obfuscation mechanisms in protecting against friendship inferences through co-locations [6], [7], [10], [19]. However, the solution (i) is limited to applications that discover social ties by extracting relevant features from co-locations, whereas the more general problem of protecting against all types of inferences (reachability [21], social influence [18]) is not addressed; (ii) does not account for the background knowledge

Figure 1: System Model
of the adversary, or the information leaked by the obfuscation mechanism; and (iii) provides an inaccurate estimation of co-location privacy of users since it does not account for reverse-engineering the noise introduced by obfuscation. In contrast, our attack model focuses on reconstructing an accurate representation of the original data from the sanitized release by tracing users back to their potential co-locating partners.

Our specific contributions are:

1) We formulate a powerful attack on co-location privacy that makes extensive use of prior information on both check-in history of individual users, as well as past (public) co-locations with other users.

2) We introduce three protection methods that specifically protect co-locations. First, we adapt the Gaussian noise approach [2], [14], [17], [23] to co-location protection. However, we observe that such a simple method suffers from a large variance in the protection levels provided, due to sparseness of co-locating neighbors in real-world datasets. To address this limitation, we introduce an adaptive obfuscation technique that adjusts the magnitude of noise based on the distribution of neighbor locations around a user in both spatial and temporal dimensions. This way, we improve both the privacy of users' co-location data and the utility of the data. Finally, we consider a syntactic notion of co-location privacy that groups together multiple co-locations in order to confuse the attacker.

3) We empirically evaluate our approaches on a real geo-social network dataset. Results show that generic protection methods (e.g., geo-indistinguishability) are not suitable for co-location protection, as they introduce excessive distortion, rendering the data useless. The proposed approaches, on the other hand, achieve interesting trade-offs between privacy and data utility.

Sec. II formally defines the studied problem. Sec. III presents the details of the proposed inference attack on co-locations. Protection techniques are introduces in Sec. IV, followed by an extensive experimental evaluation in Sec. V. Sec. VI surveys related work, followed by conclusions and directions for future work in Sec. VII.

II. PRELIMINARIES

Problem formulation. Consider a set of users \( U = \{u_1, u_2, ..., u_N\} \) that participate in location-centric applications (e.g., location-based services, geo-social networks, etc). Users report their locations to the application service provider in the form of check-ins, consisting of user identifier, location and time triplets \((u, l, t)\). We consider discrete locations which are part of a location universe \( L = \{l_1, l_2, ..., l_P\} \). The historical record of check-ins of a user \( i \) is represented as a vector \( C_i = \{c_{1i}, c_{2i}, ..., c_{Mi}\} \). The set of check-ins of all the users in the system is denoted as \( C = \{C_1 \cup C_2 \cup ... \cup C_N\} \). We use the notations \( c.l, c.t \) and \( c.u \) to denote the location, time and user id of a check-in \( c \).

A co-location is formally defined as follows:

**Definition 1:** Given a spatial threshold \( \Delta_s \) and a temporal threshold \( \Delta_t \), the check-ins of users \( u \) and \( v \) are said to be co-located if they are within \( \Delta_s \) spatial distance and \( \Delta_t \) temporal distance of each other.

The distance function used to characterize a co-location is orthogonal to this study. In this paper, we use the Euclidean distance for the spatial dimension (i.e., \( \|c_{ui}.l - c_{vi}.l\| \leq \Delta_s \)) and absolute difference for the temporal dimension (i.e., \( |c_{ui}.t - c_{vi}.t| \leq \Delta_t \)). The precise values of \( \Delta_t \) and \( \Delta_s \) are application-dependent (for example, \( \Delta_t \) may range from less than an hour in the case of discovering social ties [7] to days in the case of contact tracing for disease control [16]). The set of all co-locations is denoted by \( CL = \{cl_1, cl_2, cl_3 ... cl_M\} \), wherein an element \( cl_i \) of form \((c_{ui}, c_{vi})\) denotes a co-location between check-ins \( c_{ui} \) and \( c_{vi} \).

We model co-location data as an undirected graph \( G = (C, CL) \), referred to as co-location network, where a node \( c_{ui} \in C \) represents a user's check-in and an edge \( cl = (c_{ui}, c_{vi}) \in CL \) indicates a co-location between \( c_{ui}, c_{vi} \in C \). Before publishing a dataset of locations, the co-location network must be protected using a co-location privacy mechanism. We study the case when the co-location of two users is independent of other check-ins of those users. Following the distinction made by [22] between sporadic and continuous location reports, we consider the former, and assume no temporal correlations among a moving user’s locations. This is reasonable in cases where check-ins of the same user have a sparse distribution over time, and thus can be considered independent. Other models exist in literature which consider that a spatio-temporal correlation exists between consecutive check-ins [24] (such as the high likelihood of traveling to home after work). These correlations can be exploited by an adversary to stage more powerful attacks [23], but they are outside our scope.

Co-location privacy mechanisms. The data publisher implements a privacy mechanism that obfuscates co-locations. Given \( G = (C, CL) \), the mechanism uses a mapping function \( F \) to construct another graph \( G' = (C', CL') \). Given a co-location \( cl = (c_{ui}', c_{vi}') \), the purpose of a privacy mechanism is to apply distortion to the locations and timestamps of the constituent check-ins \( c \in \{c_{ui}', c_{vi}'\} \).

---

**Figure 2:** Running Example of a Co-location Network
Table I: Summary of Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G', CL'$</td>
<td>Co-location graph</td>
</tr>
<tr>
<td>$\Omega = (C, CL)$</td>
<td>Set of check-ins $C$ and induced co-locations $CL$</td>
</tr>
<tr>
<td>$\Delta_s, \Delta_t$</td>
<td>Spatial and Temporal distance thresholds</td>
</tr>
<tr>
<td>$G, G', RG$</td>
<td>Actual, obfuscated and reconstructed graph</td>
</tr>
<tr>
<td>$ST_{dist}$</td>
<td>Spatio-temporal distance</td>
</tr>
<tr>
<td>$MAX_S$</td>
<td>Normalizing factor for Spatial distance</td>
</tr>
<tr>
<td>$MAX_T$</td>
<td>Normalizing factor for Temporal distance</td>
</tr>
<tr>
<td>$QL$</td>
<td>Quality Loss metric</td>
</tr>
<tr>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$c_i^u, t, c_i^u, t, c_i^u$</td>
<td>Location, timestamp and user id of a check-in $c$</td>
</tr>
<tr>
<td>$\sigma_s, \sigma_t$</td>
<td>Standard deviations of the spatial and temporal Gaussian distributions</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Privacy parameter of Geo-Indistinguishability</td>
</tr>
<tr>
<td>$k$</td>
<td>Privacy parameter of Adaptive Perturbation</td>
</tr>
<tr>
<td>$b$</td>
<td>Privacy parameter of Co-location Masking</td>
</tr>
</tbody>
</table>

Figure 2 illustrates a simple co-location privacy mechanism. Two check-ins are co-located if they have the same location (e.g., library) and differ by no more than a single check-in unit (i.e., $t_1 - t_2 \leq \delta_t$, but $t_1, t_2 > \delta_t$). Accordingly, there are two co-locations: $cl_1 = (u_1, u_2)$ and $cl_2 = (u_5, u_6)$. One approach is to move $u_3$’s check-in such that it appears to have co-located with $u_1$ and $u_2$. This would make the true co-location $cl_1$ appear undistinguishable from the newly co-located pairs ($u_1, u_3$) and ($u_2, u_3$). Another approach is to add noise to the attributes of a check-in; e.g., moving check-in of user $u_2$ to the temple would essentially break the co-location $cl_1$ by violating the $\Delta_s$ and $\Delta_t$ constraints. Table I summarizes the notations used in the paper.

**Evaluation Metrics** Privacy-preserving mechanism inherently create distortion in the data to achieve protection. Hence, a trade-off emerges between protection strength and data utility after sanitization. Next, we define metrics to evaluate the privacy and utility of the considered approaches.

**Privacy Metric.** The adversary has access to the sanitized co-location graph $G' = (C', CL')$, and performs an inference attack to derive a reconstructed graph $RG = (RC, RCL)$. We quantify a user’s co-location privacy as the adversary’s precision (the fraction of correct co-location instances over all instances inferred), and recall (the fraction of correct co-locations retrieved by the adversary over the total count of co-locations in the original data):

\[
\text{Inference Precision: } IP = \frac{|CL \cap RCL|}{|RCL|} \\
\text{Inference Recall: } IR = \frac{|CL \cap RCL|}{|CL|}
\]

**Utility Metric.** We define quality loss ($QL$) as follows:

**Definition 2:** For an obfuscated check-in $c_i^u$ of user $u$, quality loss $QL$ is defined as the linear combination of spatial distance between the real check-in location and the reported

one, and the temporal difference between the real timestamp and the reported one:

\[
QL_u = \gamma \cdot \frac{||c_i^u, t, c_i^u, t'||}{MAX_S} + (1 - \gamma) \cdot \frac{||c_i^u, t, c_i^u, t'||}{MAX_T} \tag{1}
\]

where $\gamma$ is a weighing parameter which trades-off the magnitude of spatial distortion for temporal distortion. The value of $\gamma$ compensates for the difference in sensitivity of the spatial and temporal dimensions. For example, given a fixed value of quality loss, if $\gamma = 0.33$, then for the same absolute value of check-in spatial distortion, the temporal distortion applied is double compared to the case when $\gamma = 0.5$. Factors $MAX_S$ and $MAX_T$ normalize the spatial and temporal distances in the range $[0, 1]$. These normalizing factors are typically set to the maximum spatial or temporal distortion that may be introduced to a co-location.

### III. CO-LOCATION INFERENCE ATTACK

We consider a powerful adversary with access to both the sanitized co-location graph, as well as a significant amount of background knowledge. We assume the adversary has prior information about user mobility patterns (i.e., frequently visited locations), as well as co-location patterns (i.e., frequent co-locating partners). The adversary may have access to historical check-in data, and other public information about locations visited by each user (e.g., home, workplace) and about the identity of the users they meet.

The adversary’s prior knowledge for each user consists of (i) a probability distribution of the user’s location over the entire location universe $L$; and (ii) a probability distribution over all potential co-locating partners in set $U$. The adversary also knows the privacy-protection mechanism employed by the data publisher, and she can take advantage of the information leaked by the privacy mechanism to reduce her uncertainty about a user’s true position and his co-locating partner. The adversary’s goal is to jointly exploit the mobility and co-location patterns between pairs of users, in order to localize them at certain points in space and time.

Let $O_{u}^{(l_o, t_o)}$ denote the observed check-in of user $u$ at location $l_o$ and time $t_o$ (i.e., the check-in present in the sanitized data, to which the adversary has access). Likewise, let $A_{u}^{(l_o, t_o)}$ denote the actual check-in (i.e., before sanitization) of user $u$ at $l_o$ and time $t_o$. The privacy mechanism maps an actual check-in to an observed one as follows:

\[
F(l_o, t)(l_o, t) = Pr\{O_{u}^{(l_o, t_o)}|A_{u}^{(l_o, t_o)}\} \tag{2}
\]

The obfuscation function $F$ depends on the mechanism implementation and its parameters. Given the details of the mechanism, and the set of sanitized locations and co-locations, the adversary tries to reconstruct the actual set of co-locations by assigning each check-in of a user to its most probable co-located position and partner.

More precisely, the adversary’s goal is to extract information from both the observed position of $u$’s check-in $c$.

---

1 For a more accurate assessment of utility, in our experimental evaluation (Section V) we also consider the accuracy of answers for actual queries, in addition to the QL metric.

2 The distances semantics depend on usage: in a road network, one may use Manhattan distance (i.e., $l_1$ norm).
and the observed positions of all other check-ins that could have co-located with $c$. The goal is to jointly capture a user’s check-in behavior and co-location patterns, with the intuition that a user is more likely to co-locate with users with whom he has a social connection (e.g., friendship, work relationship). Given an observed check-in position $(l_u, t_u)$ of user $u_1$, the adversary builds the posterior distribution $\Pr\{A_u^{(l_u, t_u)}|O_u^{(l_u, t_u)}, O_v^{(l_v, t_v)}, \ldots, O_v^{(l_v, t_v)}\}$ over positions of all other check-ins with whom user $u_1$ might have co-located. Each tuple $(l_j, t_j)$ takes discrete values representing the spatio-temporal positions of the check-ins of other users in the data. The posterior distribution gives the probability distribution over the check-in’s actual co-location positions. The adversary assigns the check-in to a location sampled from the posterior. The set of reconstructed co-locations $RCL$ is returned as the set of all recovered co-locations.

While the posterior distribution described above gives a good estimate of the check-in’s actual position, computing such a posterior is intractable in real-world datasets [23]. Thus, we slightly simplify the posterior to improve efficiency. Assume that when user $u$ is restored from a position $l_o, t_o$ to $l_{o}', t_o'$, he forms a co-location with user $v$ at $l_{o}', t'$. The attacker estimates the posterior distribution $\Pr\{A_v^{(l_{o}', t')}|O_v^{(l_{o}', t')}, O_v^{(l_{o}', t')}\}$ of the user’s actual location given $u$’s and his potential co-locating partner $v$’s observed check-in locations. The rest of the attack remains unchanged. The procedure is summarized in Algorithm 1.

**Algorithm 1** Adversary’s Reconstruction Strategy

```plaintext
1: procedure BUILD POSTERIOR DISTRIBUTION(C)
2:   $S \leftarrow \{\}$
3:   for $c_l(u, l_o, t_o)$ in $C'$ AND not in $S$ do
4:     for $c_j(v, l_{o}', t')$ in $C'$ AND not in $S$ do
5:       if $c_l \neq c_j$ then
6:         Compute $\Pr\{A_u^{(l_o, t_o)}|O_u^{(l_o, t_o)}, O_v^{(l_{o}', t')}\}$
7:       end
8:     end
9:   end
10:   Assign $c_l$ to location sampled from posterior.
11:   Add both check-ins to set $S$
12: return $RCL$
```

Next, we show how to compute the posterior distribution $\Pr\{A_u^{(l_o, t_o)}|O_u^{(l_o, t_o)}, O_v^{(l_{o}', t')}\}$. We simplify the equation using Bayes’ theorem as follows:

$$
\Pr\{A_u^{(l_o, t_o)}|O_u^{(l_o, t_o)}, O_v^{(l_{o}', t')}\} = \frac{\Pr\{O_v^{(l_{o}', t')}|A_u^{(l_o, t_o)}\} \cdot \Pr\{A_u^{(l_o, t_o)}|O_u^{(l_o, t_o)}\}}{\Pr\{O_v^{(l_{o}', t')}|O_u^{(l_o, t_o)}\}}
$$

To simplify presentation, we rewrite the equations without temporal notations; the reader may interpret that location notations $l_o$ in the superscript have a discrete value of time associated with it, as shown in the above equation. The newly obtained equation is:

$$
\Pr\{A_u^{(l_o)}|O_u^{(l_o)}, O_v^{(l_{o}')}\} = \frac{\Pr\{A_u^{(l_o)}|O_u^{(l_o)}, O_v^{(l_{o}')}\}}{\Pr\{O_v^{(l_{o}')}|O_u^{(l_o)}\}}
$$

Conditioned on event $A_u^{(l_o)}$ (actual location of $u$), observed events $O_u^{(l_o)}$ and $O_v^{(l_{o}')}$ are independent of each other. This happens because the considered sanitization mechanisms process check-ins individually. Hence, factor $\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\}$ can be simplified to

$$
\frac{\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\} \cdot \Pr\{O_v^{(l_{o}')}|O_u^{(l_o)}\}}{\Pr\{O_v^{(l_{o}')}|O_u^{(l_o)}\}} = \frac{\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\}}{\Pr\{O_v^{(l_{o}')}|O_u^{(l_o)}\}} = \frac{\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\}}{\Pr\{O_v^{(l_{o}')}|O_u^{(l_o)}\}}
$$

Using Eq. (6), we can rewrite our objective Eq. (4) as:

$$
\Pr\{A_u^{(l_o)}|O_u^{(l_o)}, O_v^{(l_{o}')}\} = \frac{\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\} \cdot \Pr\{A_u^{(l_o)}|O_u^{(l_o)}\}}{\Pr\{O_v^{(l_{o}')}|O_u^{(l_o)}\}}
$$

Next, we illustrate how to compute each component highlighted in Eq. (7).

**I:** $\Pr\{A_u^{(l_o)}|O_v^{(l_{o}')}\}$ can be estimated using Bayes’ theorem as:

$$
\Pr\{A_u^{(l_o)}|O_v^{(l_{o}')}\} = \frac{\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\} \cdot \Pr\{A_u^{(l_o)}\}}{\sum_{l_o \in L} \Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\} \cdot \Pr\{A_u^{(l_o)}\}}
$$

where $\Pr\{A_u^{(l_o)}\}$ denotes the probability that a user $u$ checks-in at location $l_o$. This value is estimated using the historical aggregates of $u$’s most visited locations.

**II:** The denominator captures the total probability of the observed event. We can describe it using the law of total probability as $\Pr\{O_v^{(l_{o}')}|O_u^{(l_o)}\} = \sum_{l_o \in L} \Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\} \cdot \Pr\{A_u^{(l_o)}\}$.

**III:** Factor $\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\}$ captures the influence of the location-embedded social structure. We rewrite it as:

$$
\Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\} = \sum_{l \in L} \Pr\{O_v^{(l_{o}')}|A_u^{(l_o)}\} \cdot \Pr\{A_u^{(l_o)}|O_v^{(l_{o}')}\}
$$

where $\Pr\{A_u^{(l_o)}|O_v^{(l_{o}')}\}$ captures the effects of the social structure, i.e., the check-in behavior of other users ($v \in U$) with respect to user $u$. This network effect may vary in different application settings, such as the inference of social links, in the measurement of social influence or in the contact tracing for disease control. Our framework enables adoption of ad-hoc models for scenarios wherein the check-in behavior may vary from the common social network setting [7, 10].

In the social network setting, we model the network effect using a simple probabilistic model adopted from [6]. The model captures the check-in behavior of pairs of users. Assume a pair of users choose to visit a place together with probability $\beta_{u,v}$, and individually (i.e., without co-locating) with probability $1 - \beta_{u,v}$; in either case the choice of location(s) is made from the discrete set $L$. Then, with probability $\beta_{u,v}$ they visit the same location, and with probability $1 - \beta_{u,v}$ their visited locations are different. Here, $\beta_{u,v}$ is simply the probability of user $u$ co-locating with user $v$, and can be set using the
adversary’s background knowledge for user \( u \), specifically, \( u \)’s probability distribution of co-locating with other users \( v \in U \). Accordingly,

\[
\Pr(A^{\ell}_u | A^l_u) = \begin{cases} 
\beta_{u,v} + (1 - \beta_{u,v}) \cdot \Pr(A^{\ell}_v), & \text{if } l_j = l_a \\
(1 - \beta_{u,v}) \cdot \Pr(A^{\ell}_u), & \text{otherwise}
\end{cases}
\] (10)

The probabilistic model fit here is orthogonal to the attack framework. One can plug-in a sophisticated model that gives an accurate value for \( \Pr(A^{\ell}_v | A^l_u) \). Using Eq. (10) to simplify Eq. (9), we obtain

\[
\Pr(O^l_v | A^l_u) = (1 - \beta_{u,v}) + \beta_{u,v} \cdot \Pr(O^l_v | A^l_u)
\] (11)

Furthermore, using Eq. (11), we get

\[
\Pr(O^l_v | O^l_u) = \sum_{j \in L} (1 - \beta_{u,v}) \cdot \Pr(O^l_v | A^l_u) \cdot \Pr(A^l_u | O^l_u)
\] (12)

Finally, plugging in the values from Eqs. (12) and (11) into Eq. (7), we get our objective \( \Pr(A^l_u | O^l_u, O^l_v) \) as

\[
\frac{(1 - \beta_{u,v}) + \beta_{u,v} \cdot \Pr(O^l_v | A^l_u)}{(1 - \beta_{u,v}) + \sum_{j \in L} \beta_{u,v} \cdot \Pr(O^l_v | A^l_u) \cdot \Pr(A^l_u | O^l_u)}
\] (13)

Factor \( \Pr(A^l_u | O^l_u) \) can be estimated via Eq. (8) and factor \( \Pr(O^l_v | A^l_u) \) depends solely on the sanitization mechanism according to Eq. (2). The combination of these efficiently computable factors enables a tractable algorithm (Algorithm 1) on real datasets.

IV. CO-LOCATION PRIVACY MECHANISMS

In this section, we present several approaches specifically designed to protect co-location privacy. Note that, one could use an existing technique for general-purpose location protection, and in the process also hide co-location information. For instance, \( \epsilon \)-geo-indistinguishability [1] is a powerful model that provides provable privacy guarantees for individual location protection. The Planar Laplace (PL) mechanism achieves \( \epsilon \)-geo-indistinguishability by perturbing every check-in location through addition of noise randomly drawn from a bidimensional Laplace distribution. However, as we show empirically in Section V, the amount of distortion enforced renders the data useless in terms of quality. As discussed in Section I, we consider a problem setting where users are comfortable with making their check-ins public, as long as no inference can be made about their co-locations. Protection can be achieved with less quality loss by sanitizing only co-location data, rather than all locations.

We introduce three customized co-location privacy mechanisms that specifically target co-located pairs of users. There are several challenges in sanitizing the co-location network \( G = (C, CL) \). First, we must consider the presence of connected components in the network\(^3\). Figure 3 illustrates an example: connected components are formed as a direct consequence of the co-location generation algorithm, and represent a single check-in being simultaneously co-located with more than one other check-in. To protect co-location information, a sanitization mechanism needs to consider more than just individual pairs of co-locations. The second challenge is a consequence of the fact that a co-location protection mechanism is more successful if it also considers perturbation along the temporal dimension. Since a co-location is determined by both spatial and temporal constraints (\( \Delta_s \) and \( \Delta_t \)), perturbing both attributes provides more flexibility. However, processing becomes more complex, as we need to adopt a distance function that combines the spatial and temporal dimensions. Specifically, we consider a linear function akin to the quality loss function in Eq. (1). Given two check-ins \( c^l_i \) and \( c^l_j \), the spatio-temporal (ST) distance between them is defined as:

\[
ST_{dist}(c^l_i, c^l_j) = \gamma \cdot \frac{||c^l_i,t, c^l_j,t||}{MAX_S} + (1 - \gamma) \cdot \frac{|c^l_i,s - c^l_j,s|}{MAX_T}
\] (14)

where \( \gamma \) is the weighting parameter, and \( MAX_S, MAX_T \) are normalization constants explained in Section II.

Figure 3: Connected Components in Co-location Network

A. Gaussian Perturbation (GP)

The Gaussian perturbation mechanism distorts the location \( l \) and timestamp \( t \) of a co-location \( cl \) to \( l' \) and \( t' \), as follows: for every check-in \( c \in cl, cl \in CL \), we generate a spatial noise vector and a temporal scalar noise magnitude, each derived from the Gaussian (i.e., normal) distribution. The two-dimensional spatial noise vector is generated with a random uniform direction in the interval \([0, 2\pi]\) and a Gaussian-distributed magnitude drawn from \( (N, \sigma^2_S) \). A negative magnitude reverses the direction of the noise vector. The scalar temporal noise is drawn from \( (N, \sigma^2_T) \). Next, the location of check-in \( c.l \) is transformed along the spatial noise vector and the timestamp \( c.t \) is distorted by the magnitude of temporal scalar noise. Finally, the check-in is mapped to the closest location to \( l' \) from the universe \( L \). The amount of protection achieved can be controlled through the values of \( \sigma_S \) and \( \sigma_T \) (higher values correspond to more protection, but also result in higher utility loss).

The GP scheme is similar in concept to obfuscation techniques previously proposed for location privacy [2], [14], [23]. While some existing approaches for location protection employ the Laplace mechanism (e.g., [1], [26]), it has been shown in previous work [17] that Gaussian perturbation is more robust against adversaries with background knowledge. Since we consider a powerful adversary in our attack model, we adopt Gaussian perturbation for the proposed GP co-location protection technique.
When protecting individual locations, the objective is to create uncertainty in the exact coordinates of a user’s check-in, in order to hide his location from an adversary. In contrast, when protecting co-location privacy, the exact coordinates of a user’s check-in are less important, and the focus is on hiding the existence of a co-location with another user. However, existing mechanisms that use Gaussian noise, being designed for individual location protection, make no effort to create distortion in the co-locating partners of a user. This has a negative effect on co-location protection, which is amplified in the case of skewed distributions of the spatio-temporal distances to the nearest neighbors of a victim’s check-in (a histogram with normalized such distances in the Gowalla dataset is presented in Figure 4). Intuitively, if a co-located check-in is not displaced far enough to appear (falsely) co-located with another user, then there is too little noise added, and protection is not adequate. Consequently, for any fixed magnitude of noise, the Gaussian mechanism provides strong privacy in dense regions, and only limited protection in sparse regions. To address this shortcoming, we present next a mechanism which adapts the magnitude of noise to the distribution of nearby check-ins in the neighborhood of the considered check-in.

### B. Adaptive Perturbation (AP)

The adaptive co-location perturbation mechanism introduces noise dependent on the distribution of the nearest spatio-temporal neighbors for that co-location. Algorithm 2 presents the pseudocode for the AP mechanism. Given as input a positive integer $k$, for each check-in $c \in (c_i, c_j)$, the adaptive mechanism finds the set of its $k$ spatio-temporal nearest neighbors, and moves check-in $c_i$ to be co-located with another check-in chosen with uniform probability distribution over the set of positions of the $k$ selected neighbors (and including $c$'s current position). In other words, each check-in in a co-location is either left co-located with its current partner or displaced to appear co-located with one of its $k$ nearest neighbors.

Given an observed co-location $cl'$ the adversary can deduce that a check-in $c \in cl$ could have been either (i) left unperturbed, or (ii) moved to its current position from one of its reverse $k$ nearest neighbor(RkNN) locations$^4$.

On observing a co-located user pair $cl$, the adversary is uncertain if the check-ins in $cl$ were actually co-located together, or instead they co-located with either one of their $k$ potential partners at the reverse $k$ nearest neighboring (RkNN) locations. However, the reverse nearest neighbor query is not symmetric (i.e., if $B$ is an RNN of $A$, then $A$ is not necessarily an RNN of $B$ [25]). Consequently, if an observed co-located user pair $cl$ in $G'$ has no reverse nearest neighbors, then it becomes clear that $cl$ was also present in the original graph $G$. This provides the adversary with additional insight in reconstructing the true co-location. The other issue arises due to the presence of co-located groups of users (connected components as discussed before), wherein if the group is large compared to the value of $k$, then even after the mechanism is applied, the majority of the observed co-locations are highly likely to have been left unperturbed. For example, if a group of ten users are perturbed over $k = 1$ other locations, then in expectation, a majority of observed co-locations over the total two locations can be determined with high certainty. To alleviate these shortcomings, we introduce next the co-location masking mechanism.

### C. Co-location Masking (CM)

The main idea behind co-location masking is to group together multiple nearby co-locations, and thus bound the attacker’s probability of identifying which of the co-locations in the group are real and which ones are false. Formally, we define co-location masking as follows:

**Definition 3:** Given a co-location network $G = (C, CL)$, a co-location $cl \in CL$ is said to be $b$-masked if it is spatio-temporally indistinguishable from $b - 1$ other co-locations. Co-location masking guarantees that the re-identification probability is at most $1/b$. Consider the running example in Figure 2, where check-in $c_1 = (u_1, t_1)$ is co-located with $c_2 = (u_2, t_2)$ at the library. For simplicity, we consider only the spatial dimension. For this example, a possible co-location grouping that guarantees 3-masking is the minimum bounding circle that encloses another nearby check-in, say $c_3 = (u_3, t_3)$. This implies that the original true co-location $cl_1 = (c_1, c_2)$ is indistinguishable from $cl_2 = (c_2, c_3)$ and $cl_3 = (c_1, t_3)$. Thus, any co-location observed in the masked data is expected

$^4$The reverse $k$ nearest neighbors(RkNN) of a check-in $c$ are all other check-ins $c' \in C'$ that have $c$ as one of their $k$ nearest neighbors. Specifically, $RkNN(c) = \{c' \in C' | dist(c, c') \leq ST_{dist}(c, c'(k)) \}$, where $c'(k)$ is the $k$-th farthest NN of $c$.}

---

**Algorithm 2 Adaptive Co-location Perturbation**

1. **procedure** ADAPTIVE-PERTURB($G = (C, CL), k$)
2.   for $cl \in CL$ do
3.       for $c \in cl(c_i, c_j)$ do
4.         $k$-NN $\leftarrow c \cup$ getNearestNeighbors($c.l, c.t, k$)
5.         $x \leftarrow$ random integer in $\{0, 1, 2..k\}$
6.         $c.l \leftarrow k$-NN[$x$.l]
7.         $c.t \leftarrow k$-NN[$x$.t]
to be true with probability at most $1/b$. In practice, the data publisher selects a value of $b$ commensurate with a tolerable re-identification probability (i.e., a threshold risk). Higher values of $b$ result in a lower probability of re-identification, but also introduce more distortion to the data, increasing quality loss.

The algorithm that implements $b$-masking creates co-location groups by agglomerating neighboring check-ins, thus creating new co-location observations indistinguishable from each other. Algorithm 3 presents the pseudocode of co-location masking. Sets $S$ is initialized to be empty, and used to store the connected graph components. The algorithm first computes all connected components $S'$ in the co-location network $G$ and stores them in set $S^3$. For each connected component $S' \in S$, it computes the center of the Minimum Bounding Region (MBR), and then applies spatial and temporal transformation to each check-in $c \in S'$ in order to move it to the center. This transformation step converts each connected component into a clique situated at the center of the component. This step may create new co-locations amongst the members of the component that were previously further away than $\delta_s$ and $\delta_t$ distance (e.g., see third row of Figure 5(a)). Next, given the value of $b$, the size $|S'|$ of the connected component $S' = (V, E)$, and the number of edges $|E|$, the algorithm computes the minimum number $h$ of check-ins required to ensure $b$-masking within component $S'$. $h$ (in line 8) is computed by solving the following quadratic equation:

$$\begin{align*}
\frac{(b - 1) \cdot |E|}{|V|} & = |V|^2 - |E| + \frac{2\cdot C_2}{|V|} + \frac{2\cdot C_2}{|V|} + \frac{|V| \cdot h}{2} \\
\text{I} & \triangleq \text{total edges required at } S' \\
\text{II} & \triangleq \text{new edges within set } V \\
\text{IV} & \triangleq \text{edges b/w sets } V \text{ and } h \\
\text{III} & \triangleq \text{edges in clique of } h \text{ check-ins}
\end{align*}$$

The variable $h$ is the final size of set $H$, which stores the $h$ nearest neighbors to the center of the component. Given $h$, the algorithm incrementally obtains the next nearest neighbor to the center of MBR($S'$) and adds it to set $H$ until $|H| = h$ check-ins of unique users that are not already in component $S'$ are found (lines 9-12).

To illustrate the algorithm, consider the component consisting of the three users in Figure 5(a). Assume $b = 2$. There are a total of three edges in-between the three users, hence $|V| = 3$ and $|E| = 3$. The privacy objective is to bound the adversary’s probability of identifying a co-location with confidence greater than $1/b$. In our example, we must ensure that the three true edges are indistinguishable within a set of six observed ones. The value of $h$ is calculated to be 1 according to Eq. 15 as follows: new edges needed to create necessary masking is $I = 3$, the new edges formed within set $V$ after transformation to the center of MBR($S'$) $II = 0$, the edges that would form within the $h$ check-ins of set $H$ when brought to the center of MBR($S'$) $III = 0$, and the new co-locations formed as a result of moving the check-ins in $H$ to MBR($S'$) $IV = 3$. Similarly, for the connected component with four users and three edges (i.e., $|V| = 4$, $|E| = 3$), $I = 3$, $II = 3$, $III = 0$, and $IV = 0$; implying that no additional edges beyond those created by the transformation to the center of MBR($S'$) are needed.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure5.png}
\caption{(a) Connected components in $G$ (b) components transformed to center of MBR (c) $b$-masking components}
\end{figure}

Algorithm 3: Co-location Masking

1. procedure $b$-MASKING($G = (C, CL)$, $b$
2. \hspace{1em} $S \leftarrow$ getConnectedComponents($G$
3. \hspace{1em} for $S' = (V, E)$ in $S$ do
4. \hspace{2em} $(l, t) \leftarrow$ center of MBR($S'$)
5. \hspace{2em} for check-in $c$ in $S'$ do
6. \hspace{3em} $c.l \leftarrow l, \hspace{1em} c.t \leftarrow t$
7. \hspace{2em} $H \leftarrow \emptyset$
8. \hspace{2em} $h \leftarrow 0.5 \cdot (1 - 2 \cdot |V| + \sqrt{8 \cdot b \cdot |E| + 1})$
9. \hspace{2em} $c \leftarrow$ getNextNearestNeighbor($l$, $t$
10. \hspace{2em} while $c.u, d \notin V \hspace{1em} \text{AND} \hspace{1em} h < t$ do
11. \hspace{3em} $H \leftarrow c$
12. \hspace{3em} $c \leftarrow$ getNextNearestNeighbor($l$, $t$
13. \hspace{2em} for check-in $c$ in $H$ do
14. \hspace{3em} $c.l \leftarrow l, \hspace{1em} c.t \leftarrow t$

V. EXPERIMENTS

We use a subset of the Gowalla geo-social network check-in data collected by the SNAP project [5]. We select check-ins within the US, resulting in 3,669,940 check-ins from 54,551 unique users at 673,774 locations between Feb 2009 and Oct 2010. We hash each check-in (represented by user ID and coordinates) to a regular 15,000 x 15,000 grid, which produces a resolution of 100 $m^2$ at each cell. To efficiently compute nearest-neighbor queries (used by the AP and masking methods), we adopt the conceptual partitioning method [15]. We also use a hash table on the user ID, to facilitate fast retrieval of co-locating partners. The spatial co-location threshold between check-ins is measured according to Euclidean distance. All algorithms were implemented in C++ and executed on an Intel Core 2 Duo 2.33GHz CPU with 32GB RAM running Ubuntu Linux 16.

Similar to other work studying co-locations [7], [19], we set $\Delta_s$ to 25 meters and $\Delta_t$ to 20 minutes. We set $\gamma = 0.5$ to give equal weighting to both spatial and temporal aspects.
of the $ST_{dist}$ and the Quality Loss (QL) metric. For the Gowalla dataset, the 90th percentile of co-located check-ins has a spatio-temporal nearest neighbor within 5 km and 12 hours, so we set $MAX_L$ and $MAX_A$ accordingly.

**Adversarial Knowledge.** Before running the attack on an observed check-in $c$ of user $u$, we compute $u$’s prior as a vector of probabilities over his frequent locations and co-locating partners. We build his prior knowledge using 70% of data, and use the remainder to evaluate our defense mechanisms. However, we omit all users with fewer than 10 total check-ins from this computation, so as to not build highly specific user-priors (as commonly done in literature [4]).

**Baseline Approach.** To the best of our knowledge, our work is the first approach to directly target co-location protection. We use as a baseline for comparison the $\epsilon$-geo-indistinguishability (GeoInd) technique [1] which focuses on protecting individual locations. A mechanism satisfies GeoInd if for all observations $l_i \subseteq L$:

$$P(l_i | l_u) \leq e^{\epsilon d(l'_u, l_u)} P(l_i | l'_u) \quad \forall l_i, l_u, l'_u \in L \quad (16)$$

In other words, an adversary cannot distinguish whether the user location is $l_u$ or $l'_u$ by a factor larger than $e^{\epsilon d(l'_u, l_u)}$. The planar Laplace (PL) mechanism achieves GeoInd by adding to each location noise drawn from a two-dimensional Laplace distribution centered at the real location $l_u$. Note that, GeoInd does not protect time values. Since PL works for locations on the continuous plane, we employ remapping, where the reported location is the element from universe $L$ which is closest to the noisy coordinates.

**A. Privacy Evaluation**

**Gaussian Perturbation.** Figure 6(a) shows inference precision results when varying the the magnitude of injected Gaussian noise (parameters $\sigma_s$ and $\sigma_t$). We increment $\sigma_s$ and $\sigma_t$ as a multiple of the co-location constraint as $\sigma_s = n_o \Delta_s$ and $\sigma_t = n_o \Delta_t$, where $n_o$ ranges from 3 to 7. As expected, as noise increases the attack precision decreases. However, the variance plot in Figure 6(c) reveals that co-locations protection is rather inconsistent (bottom and top of the box correspond to 25th and 75th percentiles). Precision of over 50% is achieved for sparser areas of the data (the upper end of the whisker), signifying that users in such areas are not well protected.

To quantify the effect of density, we measure variance of precision as a function of the distance between the check-in location and its nearest neighbors. We group user pairs with similar $ST_{dist}$ to their nearest neighbor into buckets, and measure average precision per bucket. Figure 6(b) shows that attack precision increases sharply in sparser areas.

**Adaptive Perturbation.** The AP mechanism addresses the limitation of GP which fails to provide protection in sparse areas. Each check-in in a co-location is either left co-located with its current partner, or displaced to appear co-located with one of its $k$ nearest neighbors. Figure 7(a) shows the precision of the attack with varying $k$ (higher $k$ results in a stronger protection). As expected, as protection increases, the inference precision decreases. However, as opposed to GP, the amount of protection is more consistent when check-in location density varies, as shown in Figure 7(c). This result is confirmed by the plot in Figure 7(b) that shows a much smoother precision variation as the sparsity increases. In the dense regions (first 10 percentiles), we observe a sharp decrease in the adversary’s precision, due to the fact that many co-locations exist in close proximity to each other, and it is more difficult for the adversary to distinguish among users located in close mutual proximity.

**Co-location masking** Figure 8(a) shows the attack precision when increasing the amount of protection. Recall that $b$-masking bounds the attack precision to $1/b$. For $b = 2$ we find that the observed inference precision is far less than 1/2, which is a positive aspect. Consider a co-located pair of check-ins $cl = (c_1, c_2)$ (see first row in Figure 5(a) for an illustration). When $b = 2$ we need only one other co-location to protect $cl$. Suppose the procedure displaces $cl$’s nearest neighbor, say $c_3$, thereby forming new co-locations at $cl$. While this satisfies $2$-masking, it inadvertently also 3-masks $cl$, since the latter is now indistinguishable from the newly co-located pairs $(c_1, c_3)$ and $(c_2, c_3)$.

Co-location masking achieves comparable protection with AP. However, recall from Section IV-B that AP does not perform well in some configurations due to the asymmetry of the reverse nearest neighbors. While this phenomenon may not be visible on the considered dataset, due to the fact that results are aggregated over a large number of check-ins, co-location masking still has an advantage over AP when the attacker narrows down the area of interest to a few users.

**$\epsilon$-geo-indistinguishability.** Finally, we quantify attack precision when protecting data with the GeoInd baseline (Figure 9). We vary the privacy parameter $\epsilon$ from 4 to 0.5 (higher values correspond to less protection and less noise). We can observe that the precision of the attack is indeed lower with GeoInd. However, the variance box plot in Figure 9(c) reveals that the privacy protection is fairly inconsistent, and often the adversary’s precision reaches close to 50%. Figure 9(b) illustrates that GeoInd is also vulnerable when the check-in location density is low. In addition, as we show next, the noise introduced by GeoInd is so large that it renders the published data useless.

**B. Data Utility Evaluation**

In Figure 10 we present a scatter plot of the inference attack precision versus the quality loss (QL) metric (Eq. (1)). Due to its excessive noise, the QL obtained by GeoInd is more than one order of magnitude worse than the other techniques. Among the three proposed mechanisms that directly target co-location protection, we find that GP outperforms both AP and co-location masking. However, recall that the protection achieved by GP is weaker, especially in sparse areas. AP and masking have similar performance, with AP slightly better in terms of quality loss, exhibiting an interesting protection-quality trade-off (recall that, masking provides better protection in the case of targeted attacks).
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Figure 6: Experiments on Gaussian Perturbation
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Figure 7: Experiments on Adaptive Perturbation
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Figure 8: Experiments on Co-Location Masking
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Figure 9: Experiments on $\epsilon$-geo-indistinguishability
Next, we evaluate utility with respect to actual queries on the sanitized data. Since we expect the data to be used for geospatial processing tasks, we measure the accuracy of spatio-temporal range queries (we average results over one thousand queries and ten random seeds). We quantify query accuracy using the F1 score (i.e., the harmonic mean of precision and recall), defined with respect to the data points (i.e., check-ins) that fall within the query range on the actual, and respectively sanitized dataset.

Figure 11 presents a scatter plot of F1 score versus the QL metric. Similar to the previous experiment, we note that the utility loss of GeoInd is excessive, and that the proposed approaches achieve good privacy-utility trade-offs. In addition, the results confirm the validity of the QL metric chosen: note that, the precision of actual queries on the sanitized data correlates well with QL. Finally, in Figure 12 we plot the F1 score of query answering versus attack precision. Again, we observe that GeoInd performs poorly in terms of utility.

For the higher values of $\varepsilon$, when the utility is slightly better, there is no gain in terms of attack precision compared to the proposed approaches. We can conclude that conventional GeoInd is not a suitable approach for co-location protection: when protection is high, data become useless, whereas when utility improves (even though it stays considerably below that of the proposed approaches), the protection is no better than that of our techniques.

VI. RELATED WORK

Attacks on co-location data. Individuals with strong social ties tend to often be located in close proximity to each other. The work in [10] was one of the first to compare data from cell phone operators with self-reported survey data, and infer user social connections based on co-location and calling patterns. The work in [6] develops a formal probabilistic model to investigate the extent to which social ties can be inferred from co-locations. The authors found that even a small number of co-locations can result in a high empirical likelihood of a social connection. Later in [7], discovering social ties is formulated as a classification problem: a large number of features (e.g., spatial and temporal ranges of co-locations, location diversity, location specificity and other structural properties) are extracted to train a friendship predictor. The work in [19] proposed an entropy-based model (EBM) to estimate the social strength between all pairs of users in a location dataset. The authors identify key features that are strong indicators of friendship between users, such as diversity of non-coincidental co-occurrences [19], popularity of common locations [7] and distinctive personal factors [10].

The work in [3] takes a different approach: the authors propose a feature learning technique to automatically summarize users’ mobility features. They model human mobility as a random-walk process with the probability of a user transitioning to a location being directly dependent on the proportion of his check-ins at that location. While protecting against inference attacks that uncover social ties is an important problem, by focusing on co-locations directly we cover the more general problem of protecting against all types of attacks on co-location data, beyond just those specific to location-centric social networks. Note that the discovery of social ties is found to rely on a special set of features, and it is possible that privacy-preserving mechanisms that specifically target these features may perform better than a generic method.

Location protection mechanisms. Protection of individual locations has been extensively researched in the last decade. Early attempts to protect location of mobile users considered a simple reduction in reporting accuracy. Location cloaking obscures locations by reporting a coarser region. Spatial $k$-anonymity (SKA) [12], [13] hides the actual location of a user among a set of $k-1$ other users, attempting to bound an adversary’s chance of learning exact user identity and location to $1/k$. Numerous approaches fall in this category, but as shown in [9], $k$-anonymity has serious limitations in the presence of adversaries with background knowledge.
Another stream of work adds noise to the reported location data. The techniques in [2] and [23] reduce precision by dropping the low-order bits of the coordinates. The work in [14] empirically evaluates the effect of adding spatial Gaussian noise to check-in locations of users in order to protect their identity from being discovered through a simple Web search. More recently, the formal model of geo-indistinguishability [1] was introduced, which adapts the popular differential privacy model for relational tables to location datasets. From an attacker’s perspective, the released location of a user reveals no more information about his whereabouts than the knowledge of his presence within a specified discretized radius r around his actual coordinates. However, this model protects all locations, without specific focus on co-locations. As a result, excessive noise is added, and the sanitized data loses its utility, as we showed in Section V. Our attack model is related to the work in [22], [23]. They consider an adversary with prior information about user mobility patterns. While their approach is similar in concept to ours, we customize the attack to target discovery of co-locations. Moreover, our attack uses both space and time information (in [20], [22] only locations are used).

VII. Conclusions

In this paper, we conducted the first systematic investigation of the co-location privacy problem. First, we introduced a powerful attack that uses a large amount of background knowledge customized for inferring co-locations. Next, we proposed three privacy mechanisms that protect co-location information, and achieve interesting trade-offs between privacy and utility. Our extensive experimental evaluation shows that state-of-the-art generic methods that do not focus specifically on co-locations introduce excessive noise in the data, significantly lowering the utility of released datasets. In addition, when data are skewed, the protection provided against a powerful adversary is poor. Among the proposed protection mechanisms, we found that the adaptive perturbation scheme is well-suited for maximizing sanitized data utility.

In future work, we plan to study a formal model for co-location protection that can provide provable privacy guarantees. For instance, one promising direction is to devise adaptations of differential privacy that are specifically tailored for protecting co-location data, rather than individual locations (as current existing state-of-the-art methods do).
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