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Abstract. The problem of point-to-point fastest path computation in static spa-
tial networks is extensively studied with many precomputation techniques pro-
posed to speed-up the computation. Most of the existing approaches make the
simplifying assumption that travel-times of the network edges are constant. How-
ever, with real-world spatial networks the edge travel-times are time-dependent,
where the arrival-time to an edge determines the actual travel-time on the edge. In
this paper, we study the online computation of fastest path in time-dependent spa-
tial networks and present a technique which speeds-up the path computation. We
show that our fastest path computation based on a bidirectional time-dependent
A* search significantly improves the computation time and storage complexity.
With extensive experiments using real data-sets (including a variety of large spa-
tial networks with real traffic data) we demonstrate the efficacy of our proposed
techniques for online fastest path computation.

1 Introduction

With the ever-growing popularity of online map applications and their wide deployment
in mobile devices and car-navigation systems, an increasing number of users search for
point-to-point fastest paths and the corresponding travel-times. On static road networks
where edge costs are constant, this problem has been extensively studied and many
efficient speed-up techniques have been developed to compute the fastest path in a mat-
ter of milliseconds (e.g., [27031128/29]). The static fastest path approaches make the
simplifying assumption that the travel-time for each edge of the road network is con-
stant (e.g., proportional to the length of the edge). However, in real-world the actual
travel-time on a road segment heavily depends on the traffic congestion and, therefore,
is a function of time i.e., time-dependent. For example, Figure [Tl shows the variation
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of travel-time (computed by averaging two-years of historical traffic sensor data) for a
particular road segment of I-10 freeway in Los Angeles as a function of arrival-time
to the segment. As shown, the travel-time changes with time (i.e, the time that one ar-
rives at the segment entry determines the travel-time), and the change in travel-time is
significant. For instance, from 8AM to 9AM the travel-time of the segment changes
from 32 minutes to 18 minutes (a 45% decrease). By induction, one can observe that
the time-dependent edge travel-times yield a considerable change in the actual fastest
path between any pair of nodes throughout the day. Specifically, the fastest between a
source and a destination node varies depending on the departure-time from the source.
Unfortunately, all those techniques that assume constant edge weights fail to address
the fastest path computation in real-world time-dependent spatial networks.
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Fig. 1. Real-world travel-time on a segment of I-10 in LA

The time-dependent fastest path problem was first shown by Dreyfus [10] to be
polynomially solvable in FIFO networks by a trivial modification to Dijkstra algorithm
where, analogous to shortest path distances, the arrival-time to the nodes is used as the
labels that form the basis of the greedy algorithm. The FIFO property, which typically
holds for many networks including road networks, suggests that moving objects exit
from an edge in the same order they entered the edgeﬂ. However, the modified Dijkstra
algorithm [10] is far too slow for online map applications which are usually deployed on
very large networks and require almost instant response times. On the other hand, there
are many efficient precomputation approaches that answer fastest path queries in near
real-time (e.g., [27]) in static road networks. However, it is infeasible to extend these
approaches to time-dependent networks. This is because the input size (i.e., the number
of fastest paths) increases drastically in time-dependent networks. Specifically, since the
length of a s-d path changes depending on the departure-time from s, the fastest path
is not unique for any pair of nodes in time-dependent networks. It has been conjectured
in [3] and settled in [11] that the number of fastest paths between any pair of nodes
in time-dependent road networks can be super-polynomial. Hence, an algorithm which
considers the every possible path (corresponding to every possible departure-time from

! The fastest path computation is shown to be NP-hard in non-FIFO networks where waiting
at nodes is not allowed [23]]. Violation of the FIFO property rarely happens in real-world and
hence is not the focus of this study.
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the source) for any pair of nodes in large time-dependent networks would suffer from
exponential time and prohibitively large storage requirements. For example, the time-
dependent extension of Contraction Hierarchies (CH) [1]] and SHARC [3] speed-up
techniques (which are proved to be very efficient for static networks) suffer from the
impractical precomputation times and intolerable storage complexity (see Section[3)).

In this study, we propose a bidirectional time-dependent fastest path algorithm (B-
TDFP) based on A* search [[17]. There are two main challenges to employ bidirectional
A* search in time-dependent networks. First, finding an admissible heuristic function
(i.e., lower-bound distance) between an intermediate v; node and the destination d is
challenging as the distance between v; and d changes based on the departure-time from
v;. Second, it is not possible to implement a backward search without knowing the
arrival-time at the destination. We address the former challenge by partitioning the road
network to non-overlapping partitions (an off-line operation) and precompute the intra
(node-to-border) and inter (border-to-border) partition distance labels with respect to
Lower-bound Graph G which is generated by substituting the edge travel-times in G
with minimum possible travel-times. We use the combination of intra and inter distance
labels as a heuristic function in the online computation. To address the latter challenge,
we run the backward search on the lower-bound graph (G) which enables us to filter-in
the set of the nodes that needs to be explored by the forward search.

The remainder of this paper is organized as follows. In Section 2] we explain the
importance of time-dependency for accurate and useful path planning. In Section[3] we
review the related work on time-dependent fastest path algorithms. In Section A we
formally define the time-dependent fastest path problem in spatial networks. In Sec-
tion 5] we establish the theoretical foundation of our proposed bidirectional algorithm
and explain our approach. In Section[f] we present the results of our experiments for
both approaches with a variety of spatial networks with real-world time-dependent edge
weights. Finally, in Section[Z, we conclude and discuss our future work.

2 Towards Time-Dependent Path Planning

In this section, we explain the difference between fastest computation in time-dependent
and static spatial networks. We also discuss the importance and the feasibility of time-
dependent route planning.

To illustrate why classic fastest path computations in static road networks may return
non-optimal results, we show a simple example in Figure 2] where a spatial network is
modeled as a time-dependent graph and edge travel-times are function of time. Con-
sider the snapshot of the network (i.e., a static network) with edge weights correspond-
ing to travel-time values at t=0. With classic fastest path computation approaches that
disregard time-dependent edge travel-times, the fastest path from s to d goes through
v1, V2, v4 With a cost of 13 time units. However, by the time when vs is reached (i.e.,
at t=b), the cost of edge e(vs, v4) changes from 8 to 12 time units, and hence reaching
d through vs takes 17 time units instead of 13 as it was anticipated at t=0. In con-
trast, if the time-dependency of edge travel-times are considered and hence the path
going through vs was taken, the total travel-cost would have been 15 units which is the
actual optimal fastest path. We call this shortcoming of the classic fastest path compu-
tation techniques as no-lookahead problem. Unfortunately, most of the existing state
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of the art path planning applications (e.g., Google Maps, Bing Maps) suffer from the
no-lookahead shortcoming and, hence, their fastest path recommendation remains the
same throughout the day regardless of the departure-time from the source (i.e., query
time). Although some of these applications provide alternative paths under traffic con-
ditions (which may seem similar to time-dependent planning at first), we observe that
the recommended alternative paths and their corresponding travel-times still remain
unique during the day, and hence no time-dependent planning. To the best of our knowl-
edge, these applications compute top-k fastest paths (i.e., k alternative paths) and their
corresponding travel-times with and without taking into account the traffic conditions.
The travel-times which take into account the traffic conditions are simply computed
by considering increased edge weights (that corresponds to traffic congestion) for each
path. However, our time-dependent path planning results in different optimum paths
for different departure-times from the source. For example, consider Figure where
Google Maps offer two alternative paths (and their travel-times under no-traffic and
traffic conditions) for an origin and destination pair in Los Angeles road network. Note
that the path recommendation and the travel-times remain the same regardless of when
the user submits the query. On the other hand, Figure [3(b)| depicts the time-dependent
path recommendations (in different colors for different departure times) for the same
origin and destination pair where we computed the time-dependent fastest paths for 38
consecutive departure-times between 8AM and 5:30PM, spaced 15 minutes apar@. As
shown, the optimal paths change frequently during the course of the day.

Wia(t), Was(t) Wau(t)

25 8
Fig. 2. Time-dependent graph

One may argue against the feasibility of time-dependent path planning algorithms
due to a) unavailability of the time-dependent edge travel-times, or b) negligible gain
of time-dependent path planning (i.e., how much time-dependent planning can improve
the travel-time) over static path planning. To address the first argument, note that recent
advances in sensor networks enabled instrumentation of road networks in major cities
for collecting real-time traffic data, and hence it is now feasible to accurately model

2 The paths are computed using the algorithm presented in Section[§where time-dependent edge
travel-times are generated based on the two-years of historical traffic sensor data collected from
Los Angeles road network.
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the time-dependent travel-times based on the vast amounts of historical data. For in-
stance, at our research center, we maintain a very large traffic sensor dataset of Los
Angeles County that we have been collecting and archiving the data for past two years
(see Section[6.Ifor the details of this dataset). As another example, PeMS [24] project
developed by UC Berkeley generates time-varying edge travel-times using historical
traffic sensor data throughout California. Meanwhile, we also witness that the leading
navigation service providers (such as Navteq [22] and TeleAtlas [30]) started releas-
ing their time-dependent travel-time data for road networks at high temporal resolution.
With regards to the second argument, several recent studies showed the importance of
time-dependent path planning in road networks where real-world traffic datasets have
been used for the assessment. For example, in [7] we report that the fastest path com-
putation that considers time-dependent edge travel-times in Los Angeles road network
decreases the travel-time by as much as 68% over the fastest path computation that
assumes constant edge travel-times. We made the similar observation in another study
[15] under IBM’s Smart Traffic Project where the time-dependent fastest path com-
putation in Stockholm road network can improve the travel-time accuracy up to 62%.
Considering the availability of high-resolution time-dependent travel-time data for road
networks, and the importance of time-dependency for accurate and useful path plan-
ning, the need for efficient algorithms to enable next-generation time-dependent path
planning applications becomes apparent and immediate.
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Fig. 3. Static vs Time-dependent path planning

3 Related Work

In the last decade, numerous efficient fastest path algorithms with precomputation meth-
ods have been proposed (see [29/27] for an overview). However, there are limited num-
ber of studies that focus on efficient computation of time-dependent fastest path (TDFP)
problem.

Cooke and Halsey [2] first studied TDFP computation where they solved the prob-
lem using Dynamic Programming in discrete time. Another discrete-time solution to
TDFP problem is to use time-expanded networks [19]. In general, time-expanded
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network (TEN) and discrete-time approaches assume that the edge weight functions
are defined over a finite discrete window of time ¢t € to,t1,..,t,, Where t,, is deter-
mined by the total duration of time interval under consideration. Therefore, the prob-
lem is reduced to the problem of computing minimum-weight paths over a static static
network per time window. Hence, one can apply any static fastest path algorithms to
compute TDFP. Although these algorithms are easy to design and implement, they have
numerous shortcomings. First, TEN models create a separate instance of network for
each time instance hence yielding a substantial amount of storage overhead. Second,
such approaches can only provide approximate results because the model misses the
state of the network between any two discrete-time instants. Moreover, the difference
between the shortest path obtained using TEN approach and the optimal shortest path is
unbounded. This is because the query time can be always between any two of the inter-
vals which are not captured by the model, and hence the error is is accumulated on each
edge along the path. In [12]], George and Shekhar proposed a time-aggregated graph
approach where they aggregate the travel-times of each edge over the time instants into
a time series. Their model requires less space than that of the TEN and the results are
still approximate with no bounds.

In [10], Dreyfus showed that TDFP problem can be solved by a generalization of Di-
jkstra’s method as efficiently as for static fastest path problems. However, Halpern [16]]
proved that the generalization of Dijkstra’s algorithm is only true for FIFO networks.
If the FIFO property does not hold in a time-dependent network, then the problem is
NP-Hard. In [23]], Orda and Rom introduced Bellman-Ford based algorithm where they
determine the path toward destination by refining the arrival-time functions on each
node in the whole time interval 7. In [18]], Kanoulas et al. proposed Time-Interval All
Fastest Path (allFP) approach in which they maintain a priority queue of all paths to be
expanded instead of sorting the priority queue by scalar values. Therefore, they enumer-
ate all the paths from the source to a destination node which incurs exponential running
time in the worst case. In [9], Ding et al. used a variation of Dijkstra’s algorithm to
solve the TDFP problem. With their TDFP algorithm, using Dijkstra like expansion,
they decouple the path-selection and time-refinement (computing earliest arrival-time
functions for nodes) for a given starting time interval 7. Their algorithm is also shown
to run in exponential time for special cases (see [4]). The focus of both [[18]] and [9] is
to find the fastest path in time-dependent road networks for a given start time-interval
(e.g., between 7:30AM and 8:30AM).

The ALT algorithm [13] was originally proposed to accelerate fastest path computa-
tion in static road networks. With ALT, a set of nodes called landmarks are chosen and
then the shortest distances between all the nodes in the network and all the landmarks
are computed and stored. ALT employs triangle inequality based on distances to the
landmarks to obtain a heuristic function to be used in A* search. The time-dependent
variant of this technique is studied in [6] (unidirectional) and [21] (bidirectional A*
search) where heuristic function is computed w.r.t lower-bound graph. However, the
landmark selection is very difficult (relies on heuristics) and the size of the search space
is severely affected by the choice of landmarks. So far no optimal strategy with respect
to landmark selection and random queries has been found. Specifically, landmark se-
lection is NP-hard [26] and ALT does not guarantee to yield the smallest search spaces
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with respect to fastest path computations where source and destination nodes are cho-
sen at random. Our experiments with real-world time-dependent travel-times show that
our approach consumes much less storage as compared to ALT based approaches and
yields faster response times (see Section [@). In two different studies, The Contraction
Hierarchies (CH) and SHARC methods (also developed for static networks) were aug-
mented to time-dependent road networks in [1] and [S]], respectively. The main idea of
these techniques is to remove unimportant nodes from the graph without changing the
fastest path distances between the remaining (more important) nodes. However, unlike
the static networks, the importance of a node can change throughout the time under
consideration in time-dependent networks, hence the importance of the nodes are time
varying. Considering the super-polynomial input size (as discussed in Section [l), and
hence the super-polynomial number of important nodes with time-dependent networks,
the main shortcomings of these approaches are impractical preprocessing times and ex-
tensive space consumption. For example, the precomputation time for SHARC in time-
dependent road networks takes more than 11 hours for relatively small road networks
(e.g. LA with 304,162 nodes) [5]. Moreover, due to the significant use of arc flags [5],
SHARC does not work in a dynamic scenario: whenever an edge cost function changes,
arc flags should be recomputed, even though the graph partition need not be updated.
While CH also suffers from slow preprocessing times, the space consumption for CH
is at least 1000 bytes per node for less varied edge-weights where the storage cost in-
creases with real-world time-dependent edge weights. Therefore, it may not be feasible
to apply SHARC and CH to continental size road networks which can consist of more
than 45 million road segments (e.g., North America road network) with possibly large
varied edge-weights.

4 Problem Definition

There are various criteria to define the cost of a path in road networks. In our study
we define the cost of a path as its travel-time. We model the road network as a time-
dependent weighted graph as shown in Figure 2] where time-dependent travel-times are
provided as a function of time which captures the typical congestion pattern for each
segment of the road network. We use piecewise linear functions to represent the time-
dependent travel-times in the network.

Definition 1. Time-dependent Graph. A Time-dependent Graph is defined as G(V, E,
T) where V = {v;} is a set of nodes and E C 'V x V is a set of edges representing
the network segments each connecting two nodes. For every edge e(v;,v;) € E, and
v; # vj, there is a cost function c,, ., (t), where t is the time variable in time domain T.
An edge cost function c,, ., (t) specifies the travel-time from v; to v; starting at time t.

Definition 2. Time-dependent Travel Cost. Let {s = vy, v, ...,vx = d} denotes a
path which contains a sequence of nodes where e(v;,v;y1) € Eandi =1,...,k — 1.
Given a G(V, E,T), a path (s ~ d) from source s to destination d, and a departure-
time at the source ts, the time-dependent travel cost TT (s ~ d, ts) is the time it takes
to travel the path. Since the travel-time of an edge varies depending on the arrival-time
to that edge, the travel-time of a path is computed as follows:
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k—1
TT (s~ d,ts) = Z Cui v (i) where ty = to, tiy1 =t + Cry, v,0)(ti), 1 =1, k.
i=1

Definition 3. Lower-bound Graph. Given a G(V, E,T), the corresponding Lower-
bound Graph G(V, E) is a graph with the same topology (i.e, nodes and edges) as
graph G, where the weight of each edge cy, v, is fixed (not time-dependent) and is equal
to the minimum possible weight cm_mj whereV e(v;,v;) € E,t €T cm_i"j < Coy oy (1)-

Vi,V Vi, U

Definition 4. Lower-bound Travel Cost. The lower-bound travel-time LTT (s ~~ d)
of a path is less than the actual travel-time along that path and computed w.r.t G(V, E)

as
k—1

LTT(s~d)=Y ™ =1

i1 s ooy K
i=1

It is important to note that for each source and destination pair (s,d), LTT (s ~ d)
is time-independent constant value and hence ¢ is not included in its definition. Given
the definitions of 77" and LT'T, the following property always holds for any path in
G\V,E,T): LTT(s ~ d) < TT(s ~» d,ts) where t, is an arbitrary departure-time
from s. We will use this property in subsequent sections to establish some properties of
our proposed solution.

Definition 5. Time-dependent Fastest Path (TDFP). Given a G(V,E,T), s, d, and
ts, the time-dependent fastest path TDF P(s, d, ts) is a path with the minimum travel-
time among all paths from s to d for starting time t.

In the rest of this paper, we assume that G(V, E,T) satisfies the First-In-First-Out
(FIFO) property. We also assume that moving objects do not wait at any node. In most
real-world applications, waiting at a node is not realistic as it means that the moving
object must interrupt its travel by getting out of a road (e.g., exit freeway), and finding
a place to park and wait.

5 Time-Dependent Fastest Path Computation

In this section, we explain our bidirectional time-dependent fastest path approach that
we generalize bidirectional A* algorithm proposed for static spatial networks [25] to
time-dependent road networks. Our proposed solution involves two phases. At the pre-
computation phase, we partition the road network into non-overlapping partitions and
precompute lower-bound distance labels within and across the partitions with respect
to G(V, E). Successively, at the online phase, we use the precomputed distance labels
as a heuristic function in our bidirectional time-dependent A* search that performs si-
multaneous searches from source and destination. Below we elaborate on both phases.

5.1 Precomputation Phase

The precomputation phase of our proposed algorithm includes two main steps in which
we partition the road network into non-overlapping partitions and precompute lower-
bound border-to-border, node-to-border, and border-to-node distance labels.
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5.1.1 Road Network Partitioning

Real-world road networks are built on a well-defined hierarchy. For example, in United
States, highways connect large regions such as states, interstate roads connect cities
within a state, and multi-lane roads connect locations within a city. Almost all of the
road network data providers (e.g., Navteq [22]) include road hierarchy information in
their datasets. In this paper, we partition the graph to non-overlapping partitions by
exploiting the predefined edge class information in road networks. Specifically, we first
use higher level roads (e.g., interstate) to divide the road network into large regions.
Then, we subdivide each large region using the next level roads and so on. We adopt
this technique from [14] and note that our proposed algorithm is independent of the
partitioning method, i.e., it yields correct results with all non-overlapping partitioning
methods.

With our approach, we assume that the class of each edge class(e) is predefined and
we denote the class of a node class(v) by the lowest class number of any incoming
or outgoing edge to/from v. For instance, a node at the intersection of two freeway
segments and an arterial road (i.e., the entry node to the freeway) is labeled with class
of the freeway rather than the class of the arterial road. The input to our hierarchical
partitioning method is the road network and the level of partitioning {. For example,
if we like to partition a particular road network based on the interstates, freeways, and
arterial roads in sequence, we set [ = 2 where interstate edges represent the class 0.
The road network partitions can be conceptually visualized as the areas after removal
the nodes with class(v) <1 from G(E, V).

Definition 6. Given a graph G(V, E), the partition of G(V, E) is a set of subgraphs
{51, S2, ..., Sk} where S; = (V;, E;) includes node set V; where V; N V; = 0 and
Ub V=V, i#.

Given a G(FE, V) and level of partitioning I, we first assign to each node an empty set
of partitions. Then, we choose a node v; that is connected to edges other than the ones
used for partitioning (i.e., a node with class(v;) > ) and add partition number (e.g.,
S1) to v;’s partition set. For instance, continuing with our example above, a node v; with
class(v;) > 2 represent a particular node that belongs a less important road segment
than an arterial road. Subsequently, we expand a shortest path tree from v; to all it’s
neighbor nodes reachable through the edges of the classes greater than /, and add 57 to
their partition sets. Intuitively, we expand from v; until we reach the roads that are used
for partitioning. At this point we determine all the nodes that belong to S;. Then, we
select another node v; with an empty partition set by adding the next partition number
(e.g., S2) to v;’s partition set and repeat the process. We terminate the process when
all nodes are assigned to at least one partition. With this method we can easily find the
border nodes for each partition, i.e., those nodes which include multiple partitions in
their partition sets. Specifically, a node v, with class(v) < [ belongs to all partitions
such that there is an edge e (with class(e) > [) connecting v to v’ where v’ € \S; and
i =1, ..., k, is the border node of the partitions that it connects to. Note that [ is a tuning
parameter in our partitioning method. Hence, one can arrange the size of the partitions
by increasing or decreasing [.

Figure [ shows the partitioning of San Joaquin (California) network based on the
road classes. As shown, higher level edges are depicted with different (thicker) colors.



Online Computation of Fastest Path in Time-Dependent Spatial Networks 101

Fig. 4. Road network partitioning

Each partition is numbered starting from the north-west corner of the road network. The
border nodes between partitions S; and S4 are shown in the circled area. We remark
that the number of border nodes (which can be potentially large depending on the den-
sity of the network) in the actual partitions have a negligible influence on the storage
complexity. We explain the effect of the border nodes on the storage cost in the next
section.

5.1.2 Distance Label Computation

In this step, for each pair of partitions (.5;,5;) we compute the lower-bound fastest
path cost w.r.t G between each border in S; to each border node in S;. However, we
only store the minimum of all border-to-border fastest path distances. As an example,
consider Figure [5] where the lower-bound fastest path cost between b; and b3 (shown
with straight line) is the minimum among all border-to-border distances (i.e., b;-b4,
ba-by, ba-b3) between S7 and Ss. In addition, for each node v; in a partition S;, we
compute the lower-bound fastest path cost from v; to all border nodes in S; w.r.t. G and
store the minimum among them. We repeat the same process from border nodes in .S;
to v;. For example, border nodes b; and b4 in FigureBlare the nearest border nodes to s
and d, respectively. We will use the precomputed node-to-border, border-to-border, and
border-to-node lower-bound travel-times (referred to as distance labels) to construct
our heuristic function for online time-dependent A* search. We used a similar distance
label precomputation technique to expedite shortest path computation between network
Voronoi polygons in static road networks [20].

We maintain the distance labels by attaching three attributes to each node represent-
ing a) the partition S; that contains the node, b) minimum of the lower-bound distances
from the node to border nodes, and ¢) minimum of the lower-bound distances from
border nodes to the node (this is necessary for directed graphs). We keep border-to-
border distance information in a hash table. Since we only store one distance value for
each partition pair, the storage cost of the border-to-border distance labels is negligible.
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Fig. 5. Lower-bound distance computation

Another benefit of our proposed lower-bound computation is that the lower-bounds
need to be updated when it is necessary. Specifically, we update the intra and inter dis-
tance labels only when the minimum travel-time of an edge changes, otherwise, the
travel-time updates are discarded. Note that intra distance label computation is local,
i.e., we only update the intra distance labels for the partitions in which the minimum
travel-time of an edge changes.

5.2 Online B-TDFP Computation

As showed in [10]], the time-dependent fastest path problem (in FIFO networks) can
be solved by modifying Dijkstra algorithm. We refer to modified Dijkstra algorithm as
time-dependent Dijkstra (TD-Dijkstra). TD-Dijkstra visits all network nodes reachable
from s in every direction until destination node d is reached. On the other hand, a time-
dependent A* algorithm can significantly reduce the number of nodes that have to be
traversed in TD-Dijkstra algorithm by employing a heuristic function h(v) that directs
the search towards destination. To guarantee optimal results, /(v) must be admissible
and consistent (a.k.a, monotonic). The admissibility implies that 4(v) must be less than
or equal to the actual distance between v and d. With static road networks where the
length of an edge is constant, Euclidian distance between v and d is used as h(v).
However, this simple heuristic function cannot be directly applied to time-dependent
road networks, because, the optimal travel-time between v and d changes based on the
departure-time ¢, from v. Therefore, in time-dependent road networks, we need to use
an estimator that never overestimates the travel-time between v and d for any possible
t,. One simple lower-bound estimator is dey.(v, d)/maz(speed), i.e., the Euclidean
distance between v and d divided by the maximum speed among the edges in the entire
network. Although this estimator is guaranteed to be a lower-bound, it is a very loose
bound, and hence yields insignificant pruning.

With our approach, we obtain a much tighter bound by utilizing the precomputed
distance labels. Assuming that an on-line time-dependent fastest path query requests a
path from source s in partition .S; to destination d in partition S, the fastest path must
pass through from one border node b; in S; and another border node b; in .S;. We know
that the time-dependent fastest path distance passing from b; and b; is greater than or
equal to the precomputed lower-bound border-to-border (e.g., LTT (b, b;)) distance for
S; and S; pair. We also know that a time-dependent fastest path distance from s to b;
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is always greater than or equal to the precomputed lower-bound fastest path distance of
s to its nearest border node bs. Analogously, same is true from the border node by (i.e.,
nearest border node) to d in S;. Thus, we can compute a lower-bound estimator of s by
h(s) = LTT(s,bs) + LTT (b;,b¢) + LTT (bg, d).

Lemma 1. Given an intermediate node v; in S; and destination node d in S;, the es-
timator h(v;) is admissible, i.e., a lower-bound of time-dependent fastest path distance
Sfrom v; to d passing from border nodes b; and b; in S; and S;,respectively.

Proof. Assume LTT (b, b;) is the minimum border-to-border distance between .S; and
S;, and bg, b;- are the nearest border nodes to v; and d in G, respectively. By definition
of G(V,E), LTT (v;,b;) < TDFP(v;, b, ty,), LTT (b;,b;) < TDFP(b;,b;,tp,), and
LTT(b;-, d) <TDFP(b;,d, ty,) Then, we have h(v;) = LTT (v, b))+ LTT (b, bs) +
LTT(b;-, d) <TDFP(v;, b, ty,) + TDFP(b;, by, ty,) + TDFP(bj,d, ty,)

We can use our h(v) heuristic with unidirectional time-dependent A* search in road net-
works. The time-dependent A* algorithm is a best-first search algorithm which scans
nodes based on their time-dependent cost label (maintained in a priority queue) to
source similar to [10]. The only difference to [10] is that the label within the prior-
ity queue is not determined only by the time-dependent distance to source but also by a
lower-bound of the distance to d, i.e., h(v) introduced above.

To further speed-up the computation, we propose a bidirectional search that simulta-
neously searches forward from the source and backwards from the destination until the
search frontiers meet. However, bidirectional search is challenging in time-dependent
road networks for two following reasons. First, it is essential to start the backward
search from the arrival-time at the destination ¢, and exact ¢4 cannot be evaluated in ad-
vance at the query time (recall that arrival-time to destination depends on the departure-
time from the source in time-dependent road networks). We address this problem by
running a backward A* search that is based on the reverse lower-bound graph E (the
lower-bound graph with every edge reversed). The main idea with running backward
search in E is to determine the set of nodes that will be explored by the forward A*
search. Second, it is not straightforward to satisfy the consistency (the second optimal-
ity condition of A* search) of h(v) as the forward and reverse searches use different
distance functions. Next, we explain bidirectional time-dependent A* search algorithm
(Algorithm 1) and how we satisfy the consistency.

Given G = (V, E,T), s and d, and departure-time ¢ from s, let () 5 and (), represent
the two priority queues that maintain the labels of nodes to be processed with forward
and backward A* search, respectively. Let F' represent the set of nodes scanned by
the forward search and Ny is the corresponding set of labeled vertices (those in its
priority queue). We denote the label of a node in Ny by dy,. Analogously, we define
B, Ny, and dy, for the backward search. Note that during the bidirectional search F'
and B are disjoint but Ny and IV, may intersect. We simultaneously run the forward
and backward A* searches on G(V, E,T') and E, respectively (Line 4 in Algorithm 1).
We keep all the nodes visited by backward search in a set H (Line 5). When the search
frontiers meet, i.e., as soon as Ny and N, have a node u in common (Line 6), the cost
of the time-dependent fastest path (T'DF P(s,u, t,)) from s to u is determined. At this
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LTT(u,d)

Fig. 6. Bidirectional search

point, we know that TDF P(u, d, t,,) > LTT (u,d) for the path found by the backward
search. Hence, the time-dependent cost of the paths (found so far) passing from w is
the upper-bound of the time-dependent fastest path from s to d, i.e., TDF P (s, u,ts) +
TDFP(u,d,t,) > TDFP(s,d,ts).

If we stop the searches as soon as a node v is scanned by both forward and back-
ward searches, we cannot guarantee finding the time-dependent fastest path from u to
d within the set of nodes in H. This is due to inconsistent potential function used in
bidirectional search that relies on two independent potential functions for two inner A*
algorithms. Specifically, let k¢ (v) (estimated distance from node v to target) and hy(v)
(estimated distance from node v to source) be the potential functions used in the for-
ward and backward searches, respectively. With the backward search, each original edge
e(i, j) considered as e(j, i) in the reverse graph where h;, used as the potential func-
tion, and hence the reduced cosfl of e(j, ) w.r.t. hy is computed by e, (4,1)=c(i, j)-
hi(7)+hs (i) where c(i, j) is the cost in the original graph. Note that hy and h; are
consistent if, for all edges (4, 7), cx, (i,7) in the original graph is equal to c, (j,7) in
the reverse graph. If hy and hy, are not consistent, there is no guarantee that the short-
est path can be found when the search frontiers meet. For instance, consider Figure []
where the forward and backward searches meet at node u. As shown, if v is scanned
before u by the forward search, then TDF P(s,u,ts) > TDFP(s,v,ts). Similarly if
w is scanned before u by the backward search, the LTT (u, d) > LTT(w, d) and hence
TDFP(u,d,t,) > TDFP(w,d,t,). Consequently, it is possible that TDF P(s, u,
ts) + TDFP(u,d,t,) > TDFP(s,v,ts) + TDFP(w,d,t,). To address this chal-
lenge, one needs to find a) a consistent heuristic function and stop the search when
the forward and backward searches meet or b) a new termination condition. In this
study, we develop a new termination condition (the proof of correctness is given be-
low) in which we continue both searches until the (), only contains nodes whose labels
exceed TDFP(s,u,ts) + TDFP(u,d,t,) by adding all visited nodes to H (Line
9-11). Recall that the label (denoted by dy,) of node v in the backward search pri-
ority queue (), is computed by the time-dependent distance from the destination to
v plus the lower-bound distance from v to s, i.e., dp, = TDFP(v,d,t,) + h(v).
Hence, we stop the search when dy, > TDFP(s,u,ts) + TDFP(u,d,t,). As we
explained, TDF P(s, u,ts) + TDFP(u,d,t,) is the length of the fastest path seen so
far (not necessarily the actual fastest path) and is updated during the search when a new

3 A* search is equivalent to Dijkstra’s algorithm on a transformed network in which the cost of
each edge (i, 7) is equal to ¢(i, 7)-h(i)+h(5).
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common node v’ found with TDF P (s, v/, ts)+TDFP(v,d, ty) < TDFP(s,u,ts)+
TDFP(u,d,t,). Once both searches stop, H will include all the candidate nodes that
can possibly be part of the time-dependent fastest path to d. Finally, we continue the
forward search considering only the nodes in H until we reach d (Line 12).

Algorithm 1. B-TDFP Algorithm

—
1: /Moput: G, G, s:source, d:destination,t,:departure time

2: //Output: a (s, d, t,) fastest path

3: //FS():forward search, BS():backward search, N¢/Ny: nodes scanned by FS()/BS(),
dpy:1abel of the minimum element in BS queue

: FS(Gr) and BS (E) /Istart searches simultaneously

. Ny — FS(Gr) and N — BS(G)

If NyN Ny #0Dthenu«— NyN N

: M =TDFP(s,u,ts) + TDFP(u,d,t.)

cendIf

9: While dpw > M

10: Nb — BS(Q)

11: End While

12: FS(N)

13: return (s, d, ts)

[ IR o NN RN

Lemma 2. Algorithm 1 finds the correct time-dependent fastest path from source to
destination for a given departure-time t.

Proof. We prove Lemma 2 by contradiction. The forward search in Algorithm 1 is the
same as the unidirectional A* algorithm and our heuristic function h(v) is a lower-
bound of time-dependent distance from w to v. Therefore, the forward search is correct.
Now, let P(s, (u),d,ts) represent the path from s to d passing from u where forward
and backward searches meet and w denotes the cost of this path. As we showed w is the
upper-bound of actual time-dependent fastest path from s to d. Let ¢ be the smallest
label of the backward search in priority queue @), when both forward and backward
searches stopped. Recall that we stop searches when ¢ > w. Suppose that Algorithm
1 is not correct and yields a suboptimal path, i.e., the fastest path passes from a node
outside of the corridor generated by the forward and backward searches. Let P be the
fastest path from s to d for departure-time ¢ and cost of this path is «.. Let v be the first
node on Px which is going to be explored by the forward search and not explored by
the backward search and h;(v) is the heuristic function for the backward search. Hence,
we have ¢ < hy(v) + LTT (v,d), « < w < ¢ and hy,(v) + LTT (v,d) < LTT(s,v) +
LTT (v,d) < TDFP(s,v,ts)+TDFP(v,t,t,) = o, which s a contradiction. Hence,
the fastest path will be found in the corridor of the nodes labeled by the backward
search.

6 Experimental Evaluation

6.1 Experimental Setup

We conducted extensive experiments with different spatial networks to evaluate the per-
formance of our proposed bidirectional time-dependent fastest path (B-TDFP)
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approach. As of our dataset, we used California (CA), Los Angeles (LA) and San
Joaquin County (S.J) road network data (obtained from Navteq [22]) with approxi-
mately 1,965,300, 304,162 and 24,123 nodes, respectively. We conducted our experi-
ments on a server with 2.7 GHz Pentium Core Duo processor with 12GB RAM memory.

6.1.1 Time-Dependent Network Modeling

At our research center, we maintain a very large-scale and high resolution (both spa-
tial and temporal) traffic sensor (i.e., loop detector) dataset collected from entire LA
County highways and arterial streets. This dataset includes both inventory and real-time
data for 6300 traffic sensors covering approximately 3000 miles. The sampling rate of
the streaming data is 1 reading/sensor/min. We have been continuously collecting and
archiving the traffic sensor data for the past two years. We use this real-world dataset
to create time varying edge weights; we spatially and temporally aggregate sensor data
by assigning interpolation points (for each 5 minutes) that depict the travel-times on the
network segments. Based on our observation, all roads are un-congested between 9PM
and 6AM, and hence we assume static edge weights during this interval. In order to
create time-dependent edge weights for the local streets in LA, CA and SJ, we devel-
oped a traffic modeling approach [8]] that synthetically generates the edge travel-time
profiles. Our approach uses spatial (e.g., locality, connectivity) and temporal (e.g., rush
hour, weekday) characteristics to generate travel-time for network edges that does not
have readily available sensor data.

6.2 Results

In this section, we report the experimental results from our fastest path queries in which
we determine the s and d nodes uniformly at random. We also pick our departure-
time randomly and uniformly distributed in time domain 7'. The average results are
derived from 1000 random s-d queries. We only present the results for LA and C'A, the
experimental results for both SJ and LA are very similar.

6.2.1 Comparison with ALT

In this set of experiments we compare our algorithm with time-dependent ALT (TD-
ALT) approaches [6/21] with respect to storage and response time. We run our proposed
algorithm both unidirectionally and bidirectionally (in CA network) and compare with
[6]] and [21], respectively. As we mentioned, selecting good landmarks that lead to good
performance is very difficult and hence several heuristics have been proposed for land-
mark selection. Among these heuristics, we use the best known technique; maxCover
(see [6]) with 64 landmarks. We computed travel-times between each node and the
landmarks with respect to G. Under this setting, to store the precomputed distances,
TD-ALT attaches to each node an array of 64 elements corresponding to the number of
landmarks. Assuming that each array element takes 2 bytes of space, the additional stor-
age requirement of TD-ALT is 63 Megabytes. On the other hand, with our algorithm,
we divide CA network to 60 partitions and store the intra and inter distance labels. The
total storage requirement of our proposed solution is 8.5 Megabytes where we con-
sume, for each node, an array of 2 elements (corresponding to from and to distances
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to the closest border node) plus the border-to-border distance labels. Since the exper-
imental results for both unidirectional and bidirectional searches differ insignificantly
and due to space limitations, we only present the results from unidirectional search be-
low. As shown in Figure the response time of our unidirectional time-dependent
A* search (U-TDFP) is approximately three times better than that of TD-ALT for all
times. This is because the search space of TD-ALT is severely affected by the quality of
the landmarks which are selected based on a heuristic. Specifically, TD-ALT may yield
very loose bounds based on the randomly selected s and d, and hence the large search
space. In addition, with each iteration, TD-ALT needs to find the best landmark (among
64 landmarks) which yields largest triangular inequality distance for better pruning; it
seems that the overhead of this operation is not negligible. On the other hand, U-TDFP
yields a more directional search with the help of intra and inter distance labels with no
additional computation.
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Fig.7. TD-ALT Comparison and Speed-up Ratio Analysis

6.2.2 Performance of B-TDFP
In this set of experiments, we compare the performance of our proposed approach to
other existing TDFP methods w.r.t to a) preprocessing time, b) storage (byte per node),
c¢) the average number of relaxed edges, and d) average query time. Table 1 shows
the preprocessing time (Pre Processing), storage (Storage), number of scanned nodes
(#Nodes), and response time (Res. Time) of time-dependent Dijkstra (TD-Dijkstra) im-
plemented based on [10], unidirectional (U-TDFP) and bidirectional (B-TDFP)
time-dependent A* search implemented using our proposed heuristic function, time-
dependent Contraction Hierarchies (TD-CH) [1]], and time-dependent SHARC (TD-
SHARC) [5]. To implement U-TDFP and B-TDFP, we divide CA and LA network to
60 (which roughly correspond to counties in CA) and 25 partitions, respectively. Com-
paring TD-Dijkstra with our approach, we observe a very high trade-off between the
query results and precomputation in both LA and CA networks. Our proposed B-TDFP
performs 23 times better than TD-Dijkstra depending on the network while prepro-
cessing and storage overhead is relatively small. As shown, the preprocessing time and
storage complexity is directly proportional to network size.

Comparing the time-dependent variant of SHARC (TD-SHARC) and CH (TD-CH)
with our approach, we observe B-TDFP outperforms TD-SHARC and TD-CH in pre-
processing and response time. We also observe that as the graph gets bigger or more
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Table 1. Experimental Results

Algorithm PreProcessing Storage #Nodes Res. Time

[h:m] [B/node] [ms]

TD-Dijkstra 0:00 0 1162323 4104.11

CA U-TDFP 1:13 6.82 90575 310.17
B-TDFP 1:13 6.82 67172 182.06
TD-SHARC 19:41 154.10 75104  227.26
TD-CH 3:55 1018.33 70011  209.12
TD-Dijkstra 0:00 0 210384 2590.07

LA U-TDFP 0:27 3.51 11115 197.23
B-TDFP 0:27 3.51 6681 101.22
TD-SHARC 11:12 68.47 9566 168.11
TD-CH 1:58 740.88 7922 140.25

edges are time-dependent, the preprocessing time of TD-SHARC increases drastically.
The preprocessing of TD-SHARC takes very long for both road networks, i.e., up to
20 times more than B-TDFP. The reason for the performance gap is that TD-SHARC’s
contraction routine cannot bypass the majority of the nodes in time-dependent road net-
works as in the static road networks. Recall that the importance of a node can change
throughout the time under consideration in time-dependent road networks. In addition,
TD-SHARC is very sensitive to edge cost function changes, i.e. whenever cost func-
tion of an edge changes, the preprocessing phase needs to be repeated to determine the
by-pass nodes. While TD-CH tend to have better response times than TD-SHARC, the
space consumption of TD-CH is significantly high (approximately 1000 bytes per node
in CA network). For this reason, TD-CH is not feasible for very large road networks
such as North America and Europe. We note that, to improve the response and prepro-
cessing time, several variations of TD-SHARC and TD-CH algorithms are implemented
in the literature. These variations trade-off between the optimality of the solution and
the response time. For example, the response time of Heuristic TD-SHARC [5] is shown
much better than that of original TD-SHARC algorithm. However, the path found by
the Heuristic TD-SHARC is not optimal and the error rate is not bounded. As another
example, the performance of TD-SHARC can be improved by combining with another
technique called Arc-Flags [5]]. Similar performance improvements can be applied to
our proposed approach. For instance, we can terminate the search when the search fron-
tiers meet and report the combination of path found by the forward and backward search
as the result. However, as mentioned in Section we cannot guarantee the optimal
solution in this setting. Moreover, based on our initial observation and implementation,
we can also integrate our algorithm with Arc-Flags. However, the focus of our study is
to develop a technique that yields exact solutions. Hence, for the sake of simplicity and
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fair comparison, we only compare the original algorithms that yields exact results and
do not consider integrating different methods.

6.2.3 Quality of Lower-Bounds

As discussed, the performance of time-dependent A* search depends on the lower-
bound distance. In this set of experiments, we analyze the quality of our proposed lower-
bound computed based on the Distance Labels explained in Section[5.1.21 We define the
lower-bound quality by lg = %, where 0 (u,v) and d(u,v) represent the estimated
and actual travel-times between nodes  and v, respectively. Table 2l reports Ig based
on three different heuristic function, namely Naive, ALT, and DL (i.e., our heuristic
function computed based on Distance Labels). Similar to other experiments, the values
in Table[2] are obtained by selecting s, d and ¢, uniformly at random between 6AM and
9PM. We compute the naive lower-bound estimator by %, i.e., the Euclidean
distance between v and v is divided by the maximum speed among the edges in the
entire network. We obtain the ALT lower-bounds based on G and the maxCover ([6])
technique with 64 landmarks. As shown, DL provides better heuristic function in both
LA and CA. The reason is that the ALT’s [g relies on the distribution of the landmarks,
and hence depending on the location of s and d it is possible to get very loose bounds.
On the other hand, the lower-bounds computed based on Distance Labels are more
directional. Specifically, with our approach the s and d nodes must reside in one of
the partitions and the (border-to-border) distance between these partitions is always
considered for the lower-bound computation.

Table 2. Lower-bound Quality

Network Naive ALT DL
(%) (%) (%)

CA 21 42 63
LA 33 46 66

6.2.4 Bidirectional vs. Unidirectional Search

In another set of experiments, we study the impact of path length (i.e., distance from
s to d) on the speed-up of bidirectional search. Hence, we measure the performance of
B-TDFP and U-TDFP with respect to distance by varying the path distance (1 to 300
miles) between s and d. Figure shows the speed-up with respect to distance. We
observe that the speed-up is significantly more especially for long distance queries. The
reason is that for short distances the computational overhead incurred by B-TDFP is not
worthwhile as U-TDFP visits less number of nodes anyway.

7 Conclusion and Future Work

In this paper, we proposed a time-dependent fastest path algorithm based on bidirec-
tional A*. Unlike the most path planning studies, we assume the edge weights of the
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road network are time varying rather than constant. Therefore, our approach yield a
much more realistic scenario, and hence, applicable to the to real-world road networks.
We also compared our approaches with those handful of time-dependent fastest path
studies. Our experiments with real-world road network and traffic data showed that our
proposed approaches outperform the competitors in storage and response time signifi-
cantly. We intend to pursue this study in two different directions. First, we plan to in-
vestigate new data models for effective representation of spatiotemporal road networks.
This is critical in supporting development of efficient and accurate time-dependent al-
gorithms, while minimizing the storage and computation costs. Second, to support rapid
changes of the traffic patterns (that may happen in case of accidents/events, for exam-
ple), we intend to study incremental update algorithms for both of our approaches.
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