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Privacy in Location Based Services

POI

Which    
is nearby?

Where's the 
nearest      ?

Location 
Server (LS)

Obtaining Location 
Information is becoming 

cheap

stealth
 

ubiquitous
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Location Privacy Threats
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http://www.foxnews.com/story/0,2933,131487,00.html

http://www.usatoday.com/tech/news/2002-12-30-gps-stalker_x.htm
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Location Privacy in Industry 
• ~ 26,000 persons are victims of GPS stalking annually, 

including by cellphone 
– [Jan 2009 report by the Department of Justice ]

• ~ 50% top apps for Apple iPhones and  Google 

     Android smartphones disclosed a user’s location

     to third parties without his or her consent
– [Dec 2010 investigation by the Wall Street Journal]

iPhoneTracker screen

http://radar.oreilly.com/assets_c/2011/04/DC%20and%20NY.html
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Location Privacy in Industry 
• In April 2011, consumers learned that their smartphones
were automatically sending out information about their 
smartphone’s location

[The Location Privacy Protection Act of 2011]
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Location Privacy Protection Act 2011

• The Location Privacy Protection Act of 2011 requires any 
company that may obtain a customer’s location 
information from his smartphone to 

1) Get that customer’s express consent before 
collecting his location data

2) Get that customer’s express consent before 
sharing his or her location data with third parties
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Location Privacy in Industry 

• All these options in Foursquare default to on
• One is providing a sort of path that strangers can follow 

from a face on the street to a name, other photos, current 
location, and a number of other things
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Sensitive information obtained by 
anonymous location data

• Baraba´si et al., Nature’08

• Four spatiotemporal points are enough to uniquely re-
identify 90% of individuals

• Anonymous queries leak information

Isn’t Confidentiality Enough?

Location Queries          Affiliations (political, religious, etc.)

Human Mobility         Spatial Probability Distribution

Church

Abortion
Clinic

Office

Residence

Identity
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System Models

Offline Setting:

Online Setting:

Simple Range 
and NN Queries

Pattern Mining,
Mobility Analysis
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System Architectures for 
Online Location Privacy

❖Third trusted party architecture
❖A centralized trusted entity is responsible for gathering information and 

providing the required privacy for each user
❖Analogous to output perturbation

❖Client-Server architecture
❖Users communicate directly with the sever with noisy locations.
❖Analogous to input perturbation

❖Peer-to-Peer cooperative architecture
❖Users collaborate with each other without the interleaving of a 

centralized entity to provide customized privacy for each single user
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Third Trusted Party Architecture

Location-based Database 

Server

Location 

Anonymizer

Privacy-aware 

Query 

Processor

1: Query + 

Location Information

2: Query + 

Cloaked Spatial 

Region

3: Candidate Answer

4: Candidate Answer

Third trusted party that is 

responsible on blurring the 

exact location information.
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Location k-Anonymity

• Submitted cloaked region must contain at least k users

– Called the 𝐴𝑛𝑜𝑛𝑦𝑚𝑖𝑧𝑒𝑑 𝑆𝑝𝑎𝑡𝑖𝑎𝑙 𝑅𝑒𝑔𝑖𝑜𝑛 (ASR)

– Collect and submit k queries together

– If not enough queries to group with
• Drop the query (may not be acceptable)

• Generate enough dummy (fake) queries 

    (raises service cost)

• What if k other users are too close to each other? 

• Cloaking 

15DB

Anonymizer

LSWhat if in a sparse area? Hybrid
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Third Trusted Party Architecture:
Quadtree Spatial Cloaking

◼ Achieve k-anonymity, i.e., a user is 
indistinguishable from other k-1 
users

◼ Recursively divide the space into 
quadrants until a quadrant has less 
than k users.

◼ The previous quadrant, which still 
meet the k-anonymity constraint, is 
returned

Achieve 5-anonmity for
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Third Trusted Party Architecture:
Nearest-Neighbor k-Anonymizing

◼ STEP 1: Determine a set S containing u 
and k - 1 u’s nearest neighbors.

◼ Can we return the MBR of set S as 
anonymity region ?

◼ STEP 2: Randomly select v from S.

◼ STEP 3: Determine a set S’ containing 
v and v’s k - 1 nearest neighbors.

◼ STEP 4: A cloaked spatial region is an 
MBR of all users in S’ and u.

S

S’

◼ The main idea is that randomly selecting one of the k nearest 

neighbors achieves the k-anonymity

What if different 
users have different 
privacy requirements, 
service level needs
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Third Trusted Party Architecture:
CliqueCloak Algorithm

◼ Each user requests:
– A level of k anonymity

– A maximum cloaked area

◼ Build an undirected constraint 
graph. Two nodes are 
neighbors, if their maximum 
areas contain each other.

A (k=3)

C (k=2)

B (k=4)
D (k=4) F (k=5)

H (k=4)

E (k=3)

m (k=3)

◼ The cloaked region is the MBR that includes the user and neighboring nodes. All 

users within an MBR use that MBR as their cloaked region

◼ For a new user m, add m to the graph. Find the set of nodes that are neighbors to m 

in the graph and has level of anonymity <= k
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Third Trusted Party Architecture:
Hilbert k-Anonymizing

◼ All user locations are sorted based on 
their Hilbert order

◼ To anonymize  a user, we compute start 
and end values as:
◼ start = ranku - (ranku mod ku)

◼ end = start + ku – 1

◼ A cloaked spatial region is an MBR of all 
users within the range (from start to 
end).

◼ The main idea is that it is always the 
case that ku users would have the sane 
[start,end] interval

A

D

E

F

G

I

H J

A B C D E F G H I J K L

ku 6 5 4 5 4 5 6 5 7 4 5 4

Ranku 0 1 2 3 4 5 6 7 8 9 10 11

K

L
B

C
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Anonymizing Trajectories ?

• Correlation Attack
• User A submits query at time 𝑖 for k = 5
• At time i + 1, his anonymity reduces to ½
• At time I + 2, his identity is revealed. 

Possible Solution. 
But need a lot of noise.
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System Architectures for 
Online Location Privacy

❖Third trusted party architecture
❖A centralized trusted entity is responsible for gathering information and 

providing the required privacy for each user
❖Analogous to output perturbation

❖Client-Server architecture
❖Users communicate directly with the sever with noisy locations.
❖Analogous to input perturbation

❖Peer-to-Peer cooperative architecture
❖Users collaborate with each other without the interleaving of a 

centralized entity to provide customized privacy for each single user
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• Users randomly perturb 
their inputs.

• No need for a trusted 
centralized party.

• More obfuscation means
Better Privacy  Utility Loss
e.g. requesting Uber.

𝑥 ∈  𝑋 𝑧 ∈ 𝑍
Noise MechanismActual

location

Reported
 location

Client-Server Architecture
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Client-Server Architecture

◼Clients try to cheat the server using either fake 
locations or fake space

◼Simple to implement, easy to integrate with existing 
technologies

◼Lower quality of service

◼Examples: Landmark objects, false dummies, and 
space transformation
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Client-Server Architecture:
Landmark objects

• Instead of reporting the exact 
location, report the location of a 
closest landmark

• The query answer will be based on 
the landmark

• Voronoi diagrams can be used to 
identify the closest landmark
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Moving to a better privacy definition

• Early efforts

– Location Generalization.

– Location Cloaking, 𝑘-anonymity models. 

• Geo-Indistinguishability [Andres et. al., CCS 2013]  

– A powerful model that mimics traditional Differential Privacy. 

– Broadens the scope, over distance metric. 

– prevents an adversary from inferring with high probability the user’s whereabouts. 

Lack of a formal privacy guarantee
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Protecting geo-coordinate with DP

• What is the sensitivity of the following queries:

– “Count of users who are taller than 6 feet?”

– “Count of users present in this classroom?”

• Given a database of each users geo-coordinate:

– “What is the location of a user ?”

– Sensitivity is over the entire globe. Too high to be useful.

Need to relax privacy constraint.
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𝜀-Geo-Indistinguishability (GeoInd)
Let 𝑋, 𝑍 be the set of all possible user locations.
A randomized mechanism 𝐾(𝑋)(𝑍) 
satisfies 𝜀-GeoInd iff for all 𝑥, 𝑥′, 𝑧 ⊆ 𝑍 : 

𝐾(𝑥)(𝑧)

𝐾(𝑥′)(𝑧)
≤  𝑒𝜀 𝑑(𝑥,𝑥′)

A GeoInd mechanism should 
produces similar results 

when applied to locations 
that are geographically close.

The uncertainty of the 
adversary increases as he 
tries to narrow down your 

location. 

E.g. LA ok, USC not ok.

where 𝜀 is the privacy parameter.

True locations

Perturbed locations

𝝐= log 2 , 𝑟=1 km𝝐= log 6 , 𝑟=1 km



33

CSCI-587

Planar Laplace Mechanism (PL) 

The bi-variate pdf of PL noise mechanism is:

𝐷(𝑧)(𝑥)  =
𝜀2

2𝜋
 𝑒−𝜀 𝑑 𝑧, 𝑥

Method to obtain GeoInd:
I. Sample a 2D displacement vector 𝒗 from the pdf.
II. Report 𝑧 =  𝑥 +  𝒗

Normalization factor.

𝜀 = 0.2

Distance to reported location.

How to sample ?
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• Not equivalent to generating the two coordinates independently from a 
standard (one dimensional) Laplace distribution.

• Correct way to sample:

– Convert to polar coordinates

– Determine Angular and Radial Marginals:

– Draw a point (r, θ),  by drawing separately r and θ from

– 𝐷(𝑟) and 𝐷(𝜃) respectively

Planar Laplace Mechanism (PL) contd. 
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• The closer (geographically) two points are, the less 
distinguishable we would like them to be.

• The planar Laplace mechanism offers no optimality guarantees 
for the quality loss of the reported location

Efficient, BUT poor Utility in practice.

Can you achieve better utility by using some knowledge of user check-in behavior ?

Planar Laplace Mechanism (PL) contd. 
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System Models

Offline Setting:

Online Setting:

Simple Range 
and NN Queries

Pattern Mining,
Mobility Analysis
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Privacy-Preserving Services Offline Setting 
(Publishing)

Trust Barrier

Published data 
representations

must preserve user’s 
privacy.

Release

Data

Private data 

representation

Queries 

Answers 
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World Vision Project
for Clean Water Access

Google Mobility Reports

Europe’s COVID-19 response efforts

Apportionment
Redistricting

Funding allocation

POI Visits Pattern United States 
Decennial Census

Privacy-Preserving Release of Aggregate 
Location Data



41

Problem and Related Work
Privately Answering RCQs 

• Given: A spatial database 𝐷, record containing [Lat Lon]
•     Problem: Release a Differentially Private data histogram to answer 
•   spatial range count queries (RCQs) accurately

 

• All related work use Domain Partitioning.
• Uniform Grid (UG), Adaptive Grid (AG) [ICDE’13]
• QuadTree, kd-Tree, kd-hyrbrid [ICDE’12]
• Data and Workload Aware Algorithm(DAWA) [VLDB’14]
• PrivTree [SIGMOD’16],
• DPCUBE [ICDE’12, TDP’13]
• HB2D Hierarchical methods in 2D [VLDB’13] 

Queries Answers 

Data Consumers

Publishes 
DP 

histogram

Examples of 
Domain 

Partitioning

Noisy histogram. privacy level, 
𝜖, determines noise scale.

Sina Shaham, Gabriel Ghinita, Ritesh Ahuja, John Krumm, Cyrus Shahabi:
HTF: Homogeneous Tree Framework for Differentially-Private Release of 
Location Data. SIGSPATIAL/GIS 2021: 184-194
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DP location data release
An example of a domain partitioning model

True database 2-d grid partitioning and histogram DP-compliant 
release

Range Count Query 𝑐, 𝑟  

𝑟

𝑟

𝑐

Answer RCQ 𝑞
= 𝑐, 𝑟 , 

while satisfying 𝜀-DP

𝐿𝑎𝑝 1/𝜀  

Utility Metric is the Relative Error: 

Δ 𝑦, 𝑓 𝑞 =
𝑦−𝑓 𝑞

max{𝑓 𝑞 ,𝜓}
 

where 𝜓 is a smoothing factor

Let the true answer to 
q be 𝑓(𝑞) and the 
noisy answer be 𝑦.

Once sanitized, post-processing property of DP ensures any 
further computation cannot cause privacy leakages.
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True database 2-d grid partitioning and histogram DP-compliant histogram

𝐿𝑎𝑝 1/𝜀  

Spatial Neural Histograms (SNH)

Release neural network

Train a neural network

Input: 
     RCQ, at location 𝐶
Output: 
     Query answer

Sepanta Zeighami, Ritesh Ahuja, Gabriel Ghinita, Cyrus Shahabi:
A Neural Database for Differentially Private Spatial Range Queries.  
In VLDB 2022
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Neural Network Training

training sample 𝑞 = 𝑐, 𝑟 , e.g.
 𝑐 ∶  [34.11, −118.17]
 𝑟 ∶  65𝑚

Model output 
መ𝑓 𝑞; θ = 𝟑𝟐

DP histogram 
answer

ҧ𝑓 𝑞 = 𝟒𝟓. 𝟖
 MSE Loss Function

ℒ = 

𝑞∈Q

መ𝑓 𝑞; θ − ҧ𝑓 𝑞
2

Neural Network, 
Parameters 𝜃

Training set 

 { 𝑞, ҧ𝑓 𝑞 , 𝑞 ∈ 𝑄}

Train with SGD Answer from histogram,
i.e., ҧ𝑓 𝑞 = 𝑓 𝑞 + 𝐿𝑎𝑝(1/𝜖) Disclaimer: Actual loss function and training set 

are more complicated, see  paper.

Histogram 
cells

A Neural Database (NeuroSketch):

• Model weights store data
• Answer query with forward pass

Also has applications in 
non-private setting

Sepanta Zeighami, Cyrus Shahabi, Vatsal Sharan
NeuroSketch: A Neural Network Method for Fast and Approximate Evaluation 
of Range Aggregate Queries, SIGMOD 2023
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But Why Does It Work?

True answers Noisy answers SNH predictions

Neural network fits to the patterns not noise
• Random noise difficult to fit

• Neural network learns a smoother underlying function
• Highly non-smooth

Synthetic Dataset 
• Gaussian Mixture Models. 16 components, 𝜎2 = 1% 𝑜𝑓 𝑠𝑝𝑎𝑐𝑒

Identity covariance. Epsilon = 0.05, 100k points
• Query set (train/test) is the 200x200 grid cells.

𝐻 ഥ𝐻 𝐻
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Experimental Evaluation
Datasets

Veraset (VS) 
• Covers 10% of U.S. mobile devices 2019   
• 2.5B check-ins from 1.2M devices per day

Gowalla (GW) 
• 6.4M records from 200k users
• From Feb 2009 – Oct 2010

San Francisco-CABS
• GPS coordinates of approximately 250 taxis 

collected over 30 days in San Francisco

SPD-VS

• Veraset dataset with StayPoint Detection
 algorithm to retrieve POI visits of users.

>  4000/sq mi≤ 1000/sq mi > 1000, ≤ 4000/sq mi

Default city

Wide range of location datasets, with 
application scenarios ranging for 

location networks, POI visitations, 
taxis, etc.
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Experimental Evaluation
Parameters

Query Specification

• 5000 RCQs centered at uniformly random positions, 

size = [25 m to 200 m]. 

• Metric: relative error, with smoothing factor 𝜓 =  0.1% of n

Workload Queries

• 2000 RCQ more sampled from same distribution.

SNH model specification

• Fully connected neural networks is set to 20 layers of 80 units each
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Comparison with baselines
Impact of Privacy Budget 𝜀

• SNH outperforms all 
competitor approaches by 
upto 50%.

• Difference is significant in 
low-privacy regime.

[ICDE’13]         [ICDE’13]             [SIGMOD’16]              [VLDB’14]
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• Release a differentially private 3-dimensional 
histogram

User_id Latitude Longitude Timestamp

John 37.7920 -122.3927 10/11 20:32

Kyle 37.7930 -122.3827 10/11 20:33

John 37.7936 -122.3224 10/11 21:45

… … …

John 37.7143 -122.3687 10/11 23:50

Spatio-Temporal Data Release

5pm 12am 6am 12pm

Sepanta Zeighami, Ritesh Ahuja, Gabriel Ghinita, Cyrus Shahabi: 
A Neural Approach to Spatio-Temporal Data Release with User-Level Differential 
Privacy, In SIGMOD 2023
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• Allows arbitrary query types, e.g., Range Count Queries at time instances and more:

Variational Autoencoder-Based Density Release (VDR)

Hotspot

discovery

POI visits 

forecasting

Stage 1 Stage 2 Stage 3
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Stage 3: Learned Denoising
Spatial Patterns as Visual patterns

Utilize CNNs to learn spatial patterns.

Spatio-temporal location data can be viewed as a series of images.

We utilize lessons from image feature extraction literature.
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Stage 3 : Learned Denoising

Further helps denoising

Given:          Noisy histogram ഥ𝐻
Constraint: With no knowledge of true histogram 𝐻 

Objective:   Obtain a histogram 𝐻 such that with lower error than 𝐻, ∥ 𝐻 − 𝐻 ∥ < ∥ ഥ𝐻 − 𝐻 ∥

Dimensionality of encoding 𝑧 is set lower than that of ഥ𝐻

𝑧 cannot contain as much information as ഥ𝐻 (especially DP-noise i.i.d. added to each cell)

Force accurate reconstruction

Need to learn repeatable patterns to maximize accuracy

Final histogram 

released publicly
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• Does not introduce bias from complex domain partitioning

• Exploit spatial patterns to reduce variance (i.e., denoise) by learning a VAE

• Explicitly account for user-level privacy (compared with event-level privacy)

VDR Features
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Q&A

Thanks!
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