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Can we utilize current 
Foundation Models for GeoAI 

tasks?
In this lecture: LLMs
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Part 1: Geospatial Semantics

Why/How?

● Massive text data during pretraining: Named places frequently appear on text. 
● Contextual cues: I [visited] Paris, The house is [located at] Jefferson
● Co-occurrence patterns: in/at location, from place

Treated as token generation task by LLMs 
⇒ Location might not exist in prompt
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Part 2: GeoQA

Fairview

Location 
Coordinates 

Predicted by GPT3



Part 2: GeoQA

Wrong. Monroe is SW of Athens



Effectiveness of current FMs

● Current FMs struggle in tasks that require spatial reasoning!

○ Lack the ability to understand, represent, and infer spatial 
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Effectiveness of current FMs

● Current FMs struggle in tasks that require spatial reasoning!

○ Lack the ability to understand, represent, and infer spatial 
relationships between objects or locations in space.

■ FMs could generalize these patterns across tasks like map 
understanding, trajectory prediction and spatial querying.

Traffic forecasting Next - location prediction 
(Next Lecture) Land Use classification



We need to develop 
GeoAI Foundation Models to 

address GeoAI tasks.

… Comes with unique challenges



Geospatial Data are multimodal

(Next Lecture)

Not straightforward 
to handle



Unsupervised text encoding

Words used in similar 
meanings and contexts should 
be embedded close together. 

text encoder
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Similarly, we want to embed locations 
that share similar spatial context close 
to each other in the embedding space.



Location encoding: Direct
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[32.282, -119.018]

ML Model

Location Embeddings = Actual Coordinates

● Lack of inductive bias  ⇒ High-variance model
○ Memorize coordinate patterns instead of learning generalizable structures.

● Poor generalization across scales/regions e.g. NYC vs LA



Location encoding: Tile-based

Discretization

● Need to choose the right cell size.
○ Depends on the data distribution.

ML Model
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Location encoding: Challenges
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Radius d of a circle around each POI

Renormalized Ripley’s K(d) = 
Normalized expected number of POIs of 

the same type within radius 

Dark colored areas indicate 
density of other POI types



Location encoding: Motivation

Joint modeling 
distributions with 

very different 
characteristics ?



Location encoding: Motivation

Idea: Multiscale 
Representation 

Learning

Mai, Gengchen, et al. "Multi-scale representation learning for 
spatial feature distributions using grid cells." International 
Conference on Representation Learning (ICLR) (2020).



Problem Formulation

L: Original dimension. L=2 in euclidean space.

d: Embedding dimension.



Space2Vec: Idea
Goal: Define an encoding function f(x, y) that captures:

● Relative Distance: POIs close to each other should have similar embeddings
● Periodicity: Spatial positions that repeat in structure (e.g., 180° and –180°) share 

the same or similar encodings
● Multi Scale: Should capture both local and global details

Sinusoidal functions 
? 



Space2Vec: Idea

Εncoding function: f(x, y) = [cos(ω x), cos(ω y)] 

Original Data Encoding Projection

Points at the same x-coordinate 
get the same embedding

What if we rotate the direction of the wave?



Space2Vec

Εncoding function: f(x, y) =

Points at the 
hexagon cluster
get the same 
embedding
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Space2Vec: Location Encoder

min scale size λmin / λmax

● λmin, λmin: scale size bounds
● S : total number of scales 



Space2Vec: Location Encoder

min scale size λmin / λmax

repeat for every 
scale

can be any neural 
network



Space2Vec: Feature Encoder



Space2Vec: Decoders

So far we have defined 2 types of POI embeddings

1. Location / Space Embedding: e[x], through location encoding
2. Feature Embedding: e[v], through feature encoding



Space2Vec: Decoders

closer points get 
larger attention 

weight



Space2Vec: Unsupervised Training



Space2Vec: Embedding Clustering

(a) direct (b)   tile

(c) λmin = 1K (d) λmin = 500 (e) λmin = 50

large grid size

noisy clustering



Space2Vec: Location Aware Image 
Classification



Space2Vec: Land Use Classification

Space2Vec Unsupervised Training

● Accuracy: 0.540 
● Precision: 0.512
● Recall: 0.516

simply predicts the 
majority class
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