
Research Goals
• Automatically record and analyze human facial expressions and 
synthesize corresponding facial animation
• Include both speech and non-speech gestures
• Abstract parameters between the control signal and the animated
character allows model and animation independence

Role in IMSC 
Human-centric interfaces and interactions are part of IMSC’s vision of
Immersipresence. Such interfaces will require both the identification and 
processing of human facial gestures, and the synthesis of facial
animation. This project focuses on facial expression processing; the Data-
Driven Facial Modeling and Animation project explores a data-driven 
approach to the synthesis problem.

Research Approach
The face is partitioned into local regions of change called coarticulation
(CoArt) regions. Each region is influenced by a limited number of 
underlying facial muscles, and little coupling to other CoArt regions.

Gesture Polynomial Reduction (GPR) introduces an explicit “manifold” 
model of facial gesture movement, allowing robust classification of 
gesture intensity.

Accomplishments
• D. Fidaleo and U. Neumann, Analysis of Coarticulation Regions for Performance 
Driven Facial Animation, Journal of Visualization and Computer Animation, 2003. 
• J-Y. Noh, D. Fidaleo, U. Neumann, Gesture Driven Facial Animation, USC 
Technical Report 02-761, 2002.
• D. Fidaleo and U. Neumann, CoArt: Co-Articulation Region Analysis for Control of 
2D/3D Characters, Computer Animation 2002.
• D. Fidaleo and U. Neumann, Gesture Polynomial Reduction: Manifold Analysis of 
Facial Gestures for Perceptual User Interfaces, submitted for review, 2003.

D. Fidaleo, U. Neumann, CoArt: Coarticulation Region
Analysis for Control of 2D Characters. Proceedings 

Computer Animation, 2002.
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Uniqueness & 
Related Work
Face tracking and recognition 
are popular research topics at 
present (IEEE F&GR is a 
conference devoted to these 
topics). Our work is distinguished 
in several ways: 
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• In addition to facial motion due to speech, non-speech 
facial gestures such as a “furled brow” are targeted, 

• We adopt a region-based and “textural” level of analysis 
that avoids the combinatorial complexity of a whole-face 
approach.
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