MuSA: Music Information Processing
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2. Statement of Project Goals

The goal of MuSA is to create a robust and reliable system for recognizing and visualizing tonal
patterns using the Spiral Array model for tonality [1]. This endeavor requires the developing of
algorithms for abstracting and extracting pitch/time structures (see Figure 1) in music
information. The resulting algorithms are fundamental tools for automated transcription,
computer music analysis, composition, segmentation, synchronization and retrieval, and
expression synthesis.

PITCH STRUCTURES Pitch Structure Problems

Tonality (functional relations) Tonal Induction (key-finding)

Vertical (chords) Chord Identification

Linear (melody, polyphony) Pitch Spelling, Voice Leading
& Line Separation

TIME STRUCTURES

Beat (unit of measure) Time Structure Problems

Rhythm (patterns within beats) Beat Tracking

Meter (groupings) Meter Induction

Figure 1: Abstracting pitch and time structures from music information.
3. Project Role in Support of IMSC Strategic Plan

The MuSA project impacts three of IMSC’s vision areas: Entertainment, Communication and
Education. One of the roles of musical expression, experience and creation is entertainment. It
is an undeniable fact that, for many of us, music is a source of pleasure and amusement. Music
has also been described as “the art of arranging sounds in time so as to produce a continuous,
unified, and evocative composition, as through melody, harmony, rhythm, and timbre”
(American Heritage Dictionary). This creative act can be better understood through systematic
study using the computational resources available to us today. The underlying model in MuSA
is the 3D representation for tonality called the Spiral Array [1]. The Spiral Array offers multiple
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ways to visualize music streams as trajectories or transformations in 3D space; and provides an
effective tool for seeing what we hear when we listen to music. Apart from Information
Management, the developing and results of MuSA are related to the User-Centered Sciences,
Sensory Interfaces and Media Communication.

4. Discussion of Methodology Used

The MuSA application uses the Spiral Array model for tonality first proposed in the PI’s
dissertation [1]. The advantages of the Spiral Array model include: 1) entities from different
hierarchical levels are represented in the same space; 2) musical knowledge embedded through
distance — clustering of closely-related elements; 3) summarizing of musical information; and 4)
provides a distance metric for comparing musical content.

The Spiral Array model has been shown to perform better at key finding than existing methods
[5], and to provide a computationally viable method for detecting key boundaries [4]. In the
CEG algorithm described in [5], each cumulative chunk of music is mapped to a point in the
Spiral Array space, forming a trajectory that leads to the appropriate key region. The most likely
key is found through a nearest-neighbor search.
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Figure 2: MuSA: music visualization using the Spiral Array

In MuSA, the CEG algorithm was ported to Java, and concurrent visualization of the
computational analysis is provided using Java 3D (see Figure 2). The distance to each key is
depicted on two bar charts, for all major and minor keys respectively. The notes (pitch events)
are mapped to their positions on the pitch spiral, and their cumulative durations represented by
the radii of the spheres. The orientation and aspect ratio of the spiral can be adjusted in real-time
for best viewing.
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5. Short Description of Achievements in Previous Years

MuSA is a young project that began in January 2002. All prior achievements are documented in
the next section, Sa.

S5a.  Detail of Accomplishments During the Past Year
Implementation of the algorithms has led to new research questions and publications.

Pitch spelling: A fundamental first step in analyzing digital music information such as
MIDI is the assignment of the appropriate pitch name to a pitch index number. Each
pitch is represented by a number in many digital formats. The same number could map
to, say, A# or Bb, where the spelling is dependent on the key context. We proposed and
implemented an algorithm for disambiguating pitch spellings. The first stage of testing
for the algorithm is reported in [2]. Further tests are underway.

MuSA is has joined IMSC’s list of demonstrations.

MuSA: A Framework for Visualizing Music Content
Created a 3-D visualization of tonal patterns in music using the Spiral Array model.

Spatial proximity indicates degree of relatedness between objects. Each note maps to a
sphere in the spiral, the pitch determines the position and the duration the radius of the
sphere. The tonal center of a group of notes maps to a point representing the center of
effect. The models allows distance-to-key to be charted accurately. (Prof. Elaine Chew,
Principal Investigator) Yun-Ching Chen, Student (PHE 330).

A Music Engineering Laboratory (MEL) was established in PHE330. Apart from one PC and
one Mac G4, the equipment in MEL include

Music Engineering Lab Equipment
Yamaha P80 88-key Digital Piano

Roland Triton 61-key Music Workstation Sampler
Genelec 1031A Near Field Producer Monitors (one pair)
Mackie 24/8 24x8x2 Rec./PA Console

Mackie MB-24 Meter Bridge for 24/8 Console

Tascam DA-40 DAT Recorder

Roland XV-5080 128 Voice Synthesizer

Yamaha VL70M Virtual Acoustic Tone Generator
Lexicon MPX 200 2-Ch Effects Processor

Steinberg MIDex 8 x 8 USB Interface (2)

PreSonus BlueMax Compressor/Limiter

AKG K 240 K240M Headphones

Emagic Logic Audio Platinum Digital Audio/MIDI Software
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6. Other Relevant Work Being Conducted and How this Project is Different

The MuSA project uses the Spiral Array model. This successive embedding of spiral structures
to represent musical entities is the Principal Investigator’s invention [1]. The use of distance
metrics generated by the Spiral Array model has been proven to be more efficient and to produce
better tonal recognition results than existing models [4,5].

Our goal is to extract and visualize tonal content in music information. In this realm, [11] of
Stanford’s Center for Computer Assisted Research in the Humanities has proposed color maps
for harmonic visualization. These two dimensional color images are in contrast to the three
dimensional configuration of the Spiral Array.

In the cognitive science literature, researchers creating mental models of music have proposed
spiral representations with alternative pitch arrangements [13]. Most recently, a spiral
representation of key relationships like that in the innermost core of the Spiral Array model has
been validated through neural probes that correlate brain signals with key modulations [14].

7. Plan for the Next Year

Further explorations are underway for developing new algorithms, and extending MuSA to
applications for linking performance and visualization, and for generating musical expression.

7.1 MuSA: Further Explorations

Preliminary studies are underway to: 1) extend the tonal recognition capabilities of MuSA to
chord recognition; and 2) to use MuSA to derive metrics for similarity assessment. Both
applications are important components to content-based music information retrieval. See, for
example, [10].

7.2 MuSA.RT: MuSA Real-Time

MuSA.RT is a research initiative integrating real-time music processing and content-based
graphical rendering in interactive immersive environments. This is a collaborative project with
Dr. Alexandre Francois and utilizes the Software Architecture for Immersipresence [8].

MuSA.RT Op.1 is a system for mapping a live MIDI stream (produced by a keyboard) to the
Spiral Array (see Figure 3). Interactivity is provided through a gaming device for flying through
the Spiral Array space. The algorithms in MuSA are being modified for data streams captured in
real-time. The integration of live music, real-time computational analysis and interactive
graphical representation is facilitated by the Modular Flow Scheduling Middleware [9].
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Figure 3: Preliminary rendering in the MuSA.RT Project
7.3  ESP: Expression Synthesis Project

Musical structure is closely tied to musical expression. The generating of convincing expression
must relate structure to timing decisions. This new area provides an interface for exploring
human emotion, intelligence, creativity and individuality [12]. One future research effort is to
create user interfaces for controlling expression in music and to relate these decisions to musical
structure.

8. Expected Milestones and Deliverables

MuSA offers a platform on which to develop and improve algorithms for music recognition,
analysis and segmentation. The results will be published and disseminated at conferences such
as the International Conference on Music and Artificial Intelligence (ICMALI), International
Conference on Music Information Retrieval (ISMIR), International Computer Music Conference
(ICMC) and Rencon (performance rendering contest). The MuSA software has become and will
continue to be part of the IMSC technology demonstrations.

9. Member Company Benefits
N/A
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