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BRIEF DESCRIPTION OF DEMONSTRATION

The system can detect speech shots in a movie and automatically identify the speaker. Both audio and visual cues are employed and
subsequently combined in a probabilistic framework to identify speakers. Particularly, audio information is used to identify speakers with
a maximum likelihood based approach. The extracted information can be used to build the video’s Table of Content as well as the index
table.

UNIQUE OR DISTINGUISHING CHARACTERISTICS RELATIVE TO STATE-OF-THE-ART

While most previous work on speaker identification was carried out in a supervised mode using pure audio data, our approach
integrates knowledge from multimedia sources in an unsupervised mode. It not only saves a lot of time for pre-training speaker models,
but also is more robust because it can accommodate for speakers’ acoustic variations along time by adapting to their newly contributed
speech.



MC-Multimedia Summarization

APPLICATIONS

• Video indexing, browsing and
retrieval

• Video summarization

RECENT HIGHLIGHTS, LEVEL OF DEVELOPMENT, UPCOMING MILESTONES

• Commercial break detection algorithm, including integrating video and audio features.
• Develop a video skimming system for home video. The system will be implemented based on

tempo analysis of background music.
UNDERLYING TECHNOLOGIES

• Video shot detection algorithm
• Face detection and recognition algorithm
• Speech clustering
• Maximum likelihood-based speaker identification
• MAP-based model adaptation
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